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BARANETSKIJ YA.O.1 , KALENYUK P.I.1 , KOLYASA L.I.1 , KOPACH M.I.2

THE NONLOCAL PROBLEM FOR THE DIFFERENTIAL-OPERATOR EQUATION OF

THE EVEN ORDER WITH THE INVOLUTION

In this paper, the problem with boundary non-self-adjoint conditions for differential-operator

equations of the order 2n with involution is studied. Spectral properties of operator of the problem

is investigated.

By analogy of separation of variables the nonlocal problem for the differential-operator equation

of the even order is reduced to a sequence {Lk}
∞
k=1 of operators of boundary value problems for

ordinary differential equations of even order. It is established that each element Lk of this sequence

is an isospectral perturbation of the self-adjoint operator L0,k of the boundary value problem for

some linear differential equation of order 2n.

We construct a commutative group of transformation operators whose elements reflect the sys-

tem V(L0,k) of the eigenfunctions of the operator L0,k in the system V(Lk) of the eigenfunctions of

the operators Lk. The eigenfunctions of the operator L of the boundary value problem for a differ-

ential equation with involution are obtained as the result of the action of some specially constructed

operator on eigenfunctions of the sequence of operators L0,k.

The conditions under which the system of eigenfunctions of the operator L of the studied prob-

lem is a Riesz basis is established.

Key words and phrases: operator of involution, differential-operator equation, eigenfunctions,
Riesz basis.
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INTRODUCTION

The boundary value problems for linear differential-operator equations are used in the

simulation of boundary value problems for differential equations with partial derivatives,

in particular, in the study of nonlocal problems. Significant results concerning the theory

of boundary value problems for differential-operator equations were obtained in the papers

of Vishik M.I., Boehner M., Gorbachuk V.I., Gorbachuk M.L., Dezin O.O., Dubinsky Yu.V.,

Kochubei A.N., Lions J.L., Mamedov K.S., Romanko V.K., Shakhmurov Veli B., Triebel Kh.,

Yakubov S., Yurchuk N.Yu.

During recent years, the number of publications with the use of an involution operator

in various sections of the theory of ordinary differential equations (see [4, 10, 12, 15, 16, 19]),

of partial differential equations (see [3, 7, 9, 14, 16, 17, 20, 21]), of linear operators, T-invariant

with respect to some group of homeomorphisms (see [8]), differential equations with operator

coefficients (see [5–7]), PT-symmetric operators (see [1, 2]) increased significantly.
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1 STATEMENT OF PROBLEM

Let us make some notations. H is a separable Hilbert space; A : D(A) ⊂ H → H is the

closed unbounded linear operator with the discrete spectrum σ(A) ≡ {zk = αkγ, α, γ > 0, k =

1, 2, . . . }; V(A) ≡ {vk ∈ H : k = 1, 2, . . . } is the system of the eigenfunctions which forms

the Riesz basis in the space H; H(As) ≡ {h ∈ H : Ash ∈ H}; s ≥ 0; W1 ≡ L2((0, 1), H);

Dx : W1 → W1 is a strong derivative in the space W1; W2 ≡ {u ∈ W1 : D2n
x u ∈ W1, A2nu ∈ W1};

[H] is the algebra of the bounded linear operators B : H → H; I is the operator of the in-

volution in the space L2(0, 1); Iy(x) ≡ y(1 − x); pj ≡ 1
2(E + (−1)j I) are the orthoprojec-

tors of the space L2(0, 1); L2,j(0, 1) ≡ {y ∈ L2(0, 1) : pjy ≡ y}; j = 0, 1; W2n
2 (0, 1) ≡

{

y ∈ L2 (0, 1) : y(m) ∈ C [0, 1] , m = 0, 1, . . . , 2n − 1, y(2n) ∈ L2 (0, 1)
}

; W∗(0, 1) is the space of

continuous linear functionals over the space W2n
2 (0, 1); W∗

j (0, 1) ≡ {l ∈ W∗(0, 1) : ly = 0, y ∈

L2,1−j(0, 1)
⋂

W2n
2 (0, 1)}; j = 0, 1.

We consider the following boundary problem

Lw ≡ (− 1)n D2n
x w(x) + A2nw(x)

+
n

∑
j=1

aj

(

D
2j−1
x w(x)− D

2j−1
x w(1 − x)

)

= f (x), x ∈ (0, 1),
(1)

ℓjw ≡ D
mj
x w(0) + (−1)mj D

mj
x w(1) = ϕj, j = 1, 2, . . . , n, (2)

ℓn+jw ≡ D
mn+j
x w(0)− (−1)mn+j D

mn+j
x w(1) + l1

j w = ϕn+j, j = 1, 2, . . . , n, (3)

ℓ
1
j w ≡

k j

∑
r=0

(bj,r,0Dr
xw(0) + bj,r,1Dr

xw(1)). (4)

By solution of the problem (1)–(4) we mean a function that satisfies equalities

‖Lw − f ; W1‖ = 0, ‖ljw − ϕj; H
(

Aβj

)

‖ = 0,

βj = 2n − mj −
1

2
, βn+j = 2n − max(mn+j, kj)−

1

2
,

aj, bj,r,s ∈ R, r = 0, 1, . . . , kj, s = 0, 1, j = 1, 2, . . . , n,

mn < mn−1 < . . . < m1, m2n < m2n−1 < . . . < mn+1.

2 AUXILIARY BOUNDARY VALUE PROBLEM

Consider the partial case of the problem (1)–(4), when aj = 0, bj,r,s = 0, r = 0, 1, . . . , kj,

s = 0, 1, j = 1, 2, . . . , n,

(− 1)n D2n
x u(x) + A2nu(x) = f (x), x ∈ (0, 1), (5)

ℓ0,ju ≡ D
mj
x u(0) + (−1)mj D

mj
x u(1) = 0, (6)

ℓ0,n+ju ≡ D
mn+j
x u(0)− (−1)mn+j D

mn+j
x u(1) = 0, j = 1, 2, . . . , n. (7)

Remark 2.1. The boundary conditions (6), (7) are numbered so that the following conditions

are satisfied

lj ∈ W∗
0 (0, 1), ln+j ∈ W∗

1 (0, 1), j = 1, 2, . . . , n. (8)
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Let L0 be the operator of the problem (5)–(7), L0u ≡ (−1)n D2n
x u + A2nu, u ∈ D(L0),

D(L0) ≡ {u ∈ W2 : lju = 0, j = 1, 2, . . . , 2n}. Consider the spectral problem for the operator L0

(− 1)n D2n
x u(x) + A2nu(x) = λu(x), lju = 0, λ ∈ C, j = 1, 2, . . . , 2n. (9)

The solution of the spectral problem (9) is defined as the product u(x) = y(x)vk , vk ∈

V(A), k = 1, 2, . . . . To determine the unknown function y ∈ W2n
2 (0, 1), we obtain the spectral

problem

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), λ ∈ C, (10)

ℓ0,jy ≡ y(mj)(0) + (−1)mj y(mj)(1) = 0, j = 1, 2, . . . , n, (11)

ℓ0,n+jy ≡ y(mn+j)y(0)− (−1)mn+j y(mn+j)(1) = 0, j = 1, 2, . . . , n. (12)

Let L0,k be the operator of the problem (10)–(12), L0,ky ≡ (−1)n y(2n)(x) + z2n
k y(x); y ∈

D(L0,k); D(L0,k) ≡ {y ∈ W2n
2 (0, 1) : l0,jy = 0, j = 1, 2, . . . , 2n}.

Assumption B1. The conditions (11), (12) are self-adjoint.

Assumption B2. The boundary conditions (10), (11) are strongly regular according to Birk-

hoff (see [18]).

In what follows we assume that the assumptions B1–B2 are satisfied. The roots ρj of the

characteristic equation (−1)nρ2n = λ − z2n
k , which corresponds to the differential equation

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), (13)

are determined by the relations ρj = ωjρ, ω1 = i, ωj = i exp i
π(j−1)

2n , j = 2, 3, . . . , n.

The fundamental system of the solutions of the differential equation (13) is defined by the

formulas

yj(x, ρ) ≡
1

2
(exp ωjρx + exp ωjρ(1 − x)), (14)

yn+j(x, ρ) ≡
1

2
(exp ωjρx − exp ωjρ(1 − x)), j = 1, 2, . . . , n. (15)

Substituting the general solution of the differential equation (13) y(x, ρ) =
2n

∑
s=1

Csys(x, ρ)

into the boundary conditions (11), (12) we obtain an equation for determining the eigenvalues

of the operator L0,k

∆(ρ) = det(lryj)
2n
r,j=1 = 0. (16)

From the conditions (8) and from the properties of the functions (14), (15), we obtain

l0,ryn+j = 0, l0,n+ryj = 0, j, r = 1, 2, . . . , n, (17)

therefore,

∆(ρ) = ∆0(ρ)∆1(ρ) = 0, (18)

where ∆s(ρ) = det(lsn+rysn+j)
n
r,j=1, s = 0, 1.

The operator L0,k is self-adjoint, therefore the roots of the equation (18) lie on the semiaxis

Imz = 0, Rez ≥ 0. For any s ∈ 0, 1, we number the roots ρs,q of the equation in ascending order

ρs,1 < ρs,2 < . . . .

Thus, the operator L0,k has the eigenvalues

λs,q,k = (ρs,q)
2n + z2n

k , s ∈ 0, 1, q = 1, 2, . . . . (19)
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Let β0 = m1 +m2 + · · ·+mn, β1 = mn+1 +mn+2 + · · ·+m2n. We define the eigenfunctions

of the operator L0,k, which are normalized in the space. Let B(s, x, ρ) be a square matrix of the

order n, the first row of which is determined by the functions ysn+j(x, ρ), and the r-th row is

determined by the numbers lsn+rysn+j, r = 2, 3, . . . , n, s = 0, 1, j = 1, 2, . . . , n. Let

vs,q(x, L0,k) = (ρs,q)
−βs θs,q det B(s, x, ρs,q). (20)

Then ‖vs,q(x, L0,k); L2(0, 1)‖ = 1, s = 0, 1, q = 1, 2, . . . .

Lemma 2.1. Suppose that the assumptions B1–B2 hold. Then for each number k ∈ N the

operator L0,k has the eigenvalues (19), and it also has the system of the eigenfunctions (20),

which forms the orthogonal basis in the space L2(0, 1).

Therefore, the operator L0 has a system

V(L0) ≡
{

vs,q,k(x, L0) ∈ W1 : vs,q,k(x, L0) = vs,q(x, L0,k)vk, s = 0, 1, k, q = 1, 2, . . .
}

of the eigenfunctions in the space W1. The product of a system V(A) and an orthonormal

system V(L0,k) is the Riesz basis in the space W1. Thus, the following theorem is true.

Theorem 1. Let the assumptions B1–B2 hold. The operator L0 has the discrete spectrum

σ(L0) =
{

λs,q,k = (ρs,q)
2n + z2n

k , s = 0, 1, k, q = 1, 2, . . .
}

.

It also has the system of the eigenfunctions V(L0) which forms the Riesz basis in the space W1.

We choose an arbitrary eigenvalue λ0,q,k ∈ σ(L0,k), q ∈ N. Let

yn+j(x, ρ0,q) ≡
1

2
(exp ωjρ0,qx − exp ωjρ0,q(1 − x)), j = 1, 2, . . . , n,

Bp(x, ρ0,q) is square matrix of the order n, the p-th row of which is defined by the functions

yn+j(x, ρ0,q), and the r-th row is defined by the numbers (ωj)
mn+r+1(1 + (−1)mn+r+1 exp ωjρ0,q),

r 6= p, j, r = 1, 2, . . . , n,

y0,n+p(x, ρ0,q) ≡ det Bp(x, ρ0,q),

∆1(ρ0,q) ≡ det((ωj)
mn+r+1(1 + (−1)mn+r+1 exp ωjρ0,q))

n
r,j=1,

y1,n+p(x, ρ0,q) ≡ (∆1(ρ0,q))
−1y0,n+p(x, ρ0,q).

(21)

Substituting the expression (21) into the boundary conditions (11), (12), we see that

ljy1,n+p(x, ρ0,q) = 0, j 6= n + p, j = 1, 2, . . . , 2n, (22)

ln+py1,n+p(x, ρ0,q) = (ρ0,q)
mn+p . (23)
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3 NON SELF-ADJOINT BOUNDARY VALUE PROBLEM

For the differential-operator equation (5) we consider the following boundary value prob-

lem for arbitrary fixed p ∈ {1, 2, . . . , n}, b ∈ R,

ℓ1,ju ≡ D
mj
x u(0) + (−1)mj D

mj
x u(1) = 0, j = 1, 2, . . . , n, (24)

ℓ1,n+ju ≡ D
mn+j
x u(0)− (−1)mn+j D

mn+j
x u(1) = 0, j = 1, 2, . . . , n, j 6= p, (25)

ℓ1,n+pu ≡ D
mn+p
x u(0)− (−1)mn+p D

mn+p
x u(1) + l2

pu = 0, (26)

ℓ
2
pu ≡ b(D

mn+p
x u(0) + (−1)mn+p D

mn+p
x u(1)) = 0. (27)

Let L1 be the operator of the problem (5), (24)–(27), L1u ≡ (−1)n D2n
x u(x) + A2nu(x),

u ∈ D(L1), D(L1) ≡ {u ∈ W2 : l1,ju = 0, j = 1, 2, . . . , 2n}. The solution of the spectral

problem (9), (24)–(27) is defined as the product u(x) = y(x)vk , vk ∈ V(A), k = 1, 2, . . . . To

determine the unknown function y ∈ W2n
2 (0, 1), we obtain the spectral problem

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), λ ∈ C, (28)

ℓ1,jy ≡ y(mj)(0) + (−1)mj y(mj)(1) = 0, j = 1, 2, . . . , n, (29)

ℓ1,n+jy ≡ y(mn+j)(0)− (−1)mn+j y(mn+j)(1) = 0, j = 1, 2, . . . , n, j 6= p, (30)

ℓ1,n+py ≡ y(mn+p)(0)− (−1)mn+p ymn+p(1) + b(y(mn+p)(0) + (−1)mn+p y(mn+p)(1)) = 0. (31)

Let L1,k be the operator of the problem (28)–(31), L1,ky ≡ (−1)n y(2n)(x) + z2n
k y(x); y ∈

D(L1,k), D(L1,k) ≡ {y ∈ W2n
2 (0, 1) : l1,jy = 0, j = 1, 2, . . . , 2n}.

Theorem 2. Suppose that the assumptions B1–B2 hold. Then, for the any arbitrary fixed num-

bers p ∈ {1, 2, . . . , n}, b ∈ R,

1) the eigenvalues of the operators L0,k and L1,k coincide;

2) the system V(L1,k) of the eigenfunctions of the operator L1,k is the Riesz basis of the space

L2(0, 1).

Proof. We show that the eigenvalues of the operators L0,k and L1,k coincide. We substitute

the fundamental system (14), (15) of the solutions of the differential equation (28) into the

boundary conditions (29)–(31).

det(l1,jyr(x, ρ))n
j,r=1 = det(l1,jyr(x, ρ))n

j,r=1 det(l1,n+jyn+r(x, ρ))n
j,r=1.

If lp,byn+j(x, ρ) = 0, we obtain the same equations for determining the spectrum. Define

the elements of the system V(L1,k). Direct substitution shows that the functions v1,q(x, L0,k),

q = 1, 2, . . . , satisfy the conditions (29)–(31). Therefore, the eigenfunction of the operator L1,k

that corresponds to the eigenvalue λ1,q,k is defined by

v1,q(x, L1,k) = v1,q(x, L0,k), q = 1, 2, . . . , (32)

v0,q(x, L1,k) = v0,q(x, L0,k)− l2
p(v0,q(x, L0,k))(l1,n+py1,n+p(x, ρ0,q))

−1y1,n+p(x, ρ0,q), q = 1, 2, . . . .

Taking into account the formulas (31), (21), and the inequalities

|l2
p(v0,q(x, L0,k))| ≤ K1(ρ0,q)

mn+p ,
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we obtain the estimates

|l2
p(v0,q(x, L0,k))(l1,n+py1,n+p(x, ρ0,q))

−1| ≤ K2|b|.

For the problem (29)–(31), there exists an adjoint problem whose system of the eigenfunc-

tions W(L1,k) form the biorthogonal system to the V(L1,k). The boundary conditions (29)–(31)

are strongly regular according to Birkhoff. Therefore, according to the Kesselman-Mikhailov’s

Theorem [18], the system V(L1,k) is the Riesz basis of the space L2(0, 1).

4 TRANSFORMATION OPERATORS

For any fixed k ∈ N, p ∈ {1, 2, . . . , n}, we consider the operator Bp : L2(0, 1) → L2(0, 1), the

eigenvalues of which coincide with the eigenvalues of the operator L0,k, and the eigenfunctions

are defined by

v1,q(x, Bp) ≡ v1,q(x, L0,k), v0,q(x, Bp) ≡ v0,q(x, L0,k) + cq(Bp)y1,n+p(x, ρ0,q), (33)

cq(Bp) ∈ R, q = 1, 2, . . . .

The operator that maps the system V(L0,k) into the system V(Bp) of the eigenfunctions

of the operator Bp is denoted by R(Bp) ≡ E + S(Bp), S(Bp) : L2,0(0, 1) → L2,1(0, 1), S(Bp) :

L2,1(0, 1) → 0.

We consider the set Gp(L0,k) of the operators R(Bp) such that the eigenfunctions of the

operator Bp are defined by the equalities (33).

Lemma 4.1. Suppose that, the assumptions B1–B2 hold, R(Bp) ∈ Gp(L0,k). Then the system of

the functions V(Bp) is complete and minimal in the space L2(0, 1).

Taking into account the uniqueness of the operator R(Bp)−1 ≡ E − S(Bp), we obtain the

statement of the lemma. Suppose that U is the set of systems of functions (um)
∞
m=1 ⊂ L2 (0, 1) ,

that are complete and minimal in space L2(0, 1), Q(I) is a set of operators R = E + S, such that

S : L2,0(0, 1) → L2,1(0, 1), S : L2,1(0, 1) → 0, Qc(I) ≡ [L2(0, 1)]
⋂

Q(I).

Taking into account equality S2(Bp) = 0, R(Bp) ∈ Gp(L0,k) ⊂ Q(I) on the set Q(I), we can

define the operation of multiplication

R1R2 ≡ (E + S1) (E + S2) = E + S1 + S2, R1, R2 ∈ Q(I).

In particular, Q(I) = Q(I0), (E + S) (E − S) = E − S2 = E, E + S = R ∈ Q(I). Therefore, for

each operator R = E + S ∈ Q(I) there exists a unique inverse operator R−1 = E − S.

According to the definition of the operator Bp and of the set Gp(L0,k) we have the inclusions

Gp(L0,k) ⊂ Q(I), Gc,p(L0,k) ⊂ Qc (I) , p ∈ {1, 2, . . . , n}.

Thus, the set Q(I) is an Abelian group which contains the Abelian subgroups Qc (I),

Gp (L0,k), Gc,p (L0,k), p ∈ {1, 2, . . . , n}. Therefore, for any operators Rj = E + Sj ∈ Q0 (I) ,

j = 1, 2 . . . , d, d ∈ N, the following equality is satisfied

d

∏
j=1

Rj ≡
d

∏
j=1

(

E + Sj

)

= E +
d

∑
j=1

Sj, d ∈ N.
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Lemma 4.2. Suppose that the assumptions B1–B2 hold, R(Bp) ∈ Gp(L0,k). The system of the

functions V(Bp) is the Riesz basis of the space L2(0, 1) if and only if the sequence {cq(Bp)} is

bounded.

The proof of the lemma is carried out analogously in [13]. Therefore, the operator L1 has

the system

V(L1) ≡
{

vs,q,k(x, L1) ∈ W1 : vs,q,k(x, L1) = vs,q(x, L1,k)vk, s = 0, 1, q, k = 1, 2, . . .
}

of the eigenfunctions in the space W1. The product of the system V(A) and the system V(L1,k)

is a Riesz basis in the space W1. Thus, the following theorem is true.

Theorem 3. Suppose that the assumptions B1–B2 hold. Then for arbitrary fixed numbers p ∈

{1, 2, . . . , n}, b ∈ R, the system of the functions V(L1) is the Riesz basis of the space W1.

5 THE SPECTRAL PROBLEM FOR A DIFFERENTIAL-OPERATOR EQUATION

For the differential-operator equation (5) for arbitrary fixed bp,r,s ∈ R, p ∈ {1, 2, . . . , n},

r = 0, 1, . . ., kj, s = 0, 1, j = 1, 2, . . . , n, we consider problem, generated by nonlocal conditions

ℓ2,jw ≡ D
mj
x w(0) + (−1)mj D

mj
x w(1) = 0, j = 1, 2, . . . , n, (34)

ℓ2,n+jw ≡ D
mn+j
x w(0)− (−1)mn+j D

mn+j
x w(1) = 0, j 6= p, j = 1, 2, . . . , n, (35)

ℓ2,n+pw ≡ D
mn+p
x w(0)− (−1)mn+p D

mn+p
x w(1) + l1

pw = 0, j = 1, 2, . . . , n, (36)

ℓ
1
pw ≡

k j

∑
r=0

(bp,r,0Dr
xw(0) + bp,r,1Dr

xw(1)). (37)

Assumption B3. bp,r,0 = (−1)rbp,r,1, r = 0, 1, . . . , kj, p = 1, 2, . . . , n.

Remark 5.1. Assumption B3 implies that l1
p ∈ W∗

0 , p = 1, 2, . . . , n.

In what follows we assume that the assumptions B1–B3 are satisfied. Let L2 be the operator

of the problem (5), (34)–(37),

L2u ≡ (−1)n D2n
x u(x) + A2nu(x), u ∈ D(L1),

D(L2) ≡ {u ∈ W2 : l2,ju = 0, j = 1, 2, . . . , 2n}.

The solution of the spectral problem (5), (34)–(37) is defined as the product u(x) = y(x)vk ,

vk ∈ V(A), k = 1, 2, . . . . To determine the unknown function y ∈ W2n
2 (0, 1), we obtain the

spectral problem

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), λ ∈ C, (38)

ℓ2,jy ≡ y(mj)(0) + (−1)mj y(mj)(1) = 0, j = 1, 2, . . . , n, (39)

ℓ2,n+jy ≡ y(mn+j)(0)− (−1)mn+j y(mn+j)(1) = 0, j = 1, 2, . . . , n, j 6= p, (40)

ℓ2,n+py ≡ y(mn+p)(0)− (−1)mn+p ymn+p(1) + l1
py = 0, (41)

ℓ
1
py ≡

k j

∑
r=0

(bp,r,0Dr
xy(0) + bp,r,1Dr

xy(1)). (42)

Let L2,k be the operator of the problem (38)–(42), L2,ky ≡ (−1)n y(2n)(x) + z2n
k y(x); y ∈

D(L2,k), D(L2,k) ≡ {y ∈ W2n
2 (0, 1) : l2,jy = 0, j = 1, 2, . . . , 2n}.
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Theorem 4. Suppose that the assumptions B1–B3 hold. Then for arbitrary fixed numbers

bp,r,s ∈ R, xs ∈ (0, 1), s = 0, 1, r = 0, 1, . . . , kp, p ∈ {1, 2, . . . , n},

1) the eigenvalues of the operators L0,k and L2,k coincide;

2) the system V(L2,k) of the eigenfunctions of the operator L2,k is complete and minimal in

the space L2(0, 1);

3) if kp ≤ mp then the system V(L2,k) is the Riesz basis of the space L2(0, 1).

Proof. The proof of part 1 of the theorem is carried out analogously in Theorem 2. Define the

elements of the system V(L2,k). Direct substitution shows that the functions v2,q(x, L0,k), q =

1, 2, . . . , satisfy the conditions (34)–(37).

Therefore, the eigenfunction of the operator L2,k, that corresponds to the eigenvalue λq,k is

defined by

v1,q(x, L2,k) = v1,q(x, L0,k), q = 1, 2, . . . , (43)

v0,q(x, L2,k) = v0,q(x, L0,k)− l1
p(v0,q(x, L0,k))(l2,n+py1,n+p(x, ρ0,q))

−1y1,n+p(x, ρ0,q).

Consequently L2,k ∈ Q(I). Taking into account Lemma 4.1, we obtain the second statement

of the theorem. Taking into account the formulas (31), (21), and the inequalities |l1
pv0,q| ≤

K1(ρ0,q)
mn+p, we obtain the estimates

|l1
p(v0,q(x, L0,k))(l2,n+py1,n+p(x, ρ0,q))

−1| ≤ K2|b|. (44)

Taking into account Lemma 4.2, we obtain the third statement of the theorem.

6 THE SPECTRAL BOUNDARY VALUE PROBLEM FOR A DIFFERENTIAL-OPERATOR EQUATION

WITH INVOLUTION

Consider the spectral problem

Lu ≡ (− 1)n D2n
x u(x) + A2nu(x) +

n

∑
j=1

aj

(

D
2j−1
x u(x)− D

2j−1
x u(1 − x)

)

= λu(x), λ ∈ C,

(45)

ℓju ≡ D
mj
x u(0) + (−1)mj D

mj
x u(1) = 0, (46)

ℓn+ju ≡ D
mn+j
x u(0)− (−1)mn+j D

mn+j
x u(1) + l1

j u = 0, j = 1, 2, . . . , n. (47)

The solution of the spectral problem (45)–(47) is defined as the product u(x) = y(x)vk ,

vk ∈ V(A), k = 1, 2, . . . . To determine the unknown function y ∈ W2n
2 (0, 1) we obtain the

spectral problem

(− 1)n y(2n)(x) + z2n
k y(x) +

n

∑
j=1

aj

(

y(2j−1)y(x)− y(2j−1)(1 − x)
)

= λy(x), λ ∈ C, (48)

ℓjy ≡ y(mj)(0) + (−1)mj y(mj)(1) = 0, (49)

ℓn+jy ≡ y(mn+j)(0)− (−1)(mn+j) y(mn+j)(1) + l1
j y = 0, j = 1, 2, . . . , n. (50)

Let L3,k be the operator of the problem (48)–(50);

L3,ky ≡ (−1)n y(2n)y(x) + z2n
k y(x) +

n

∑
j=1

aj

(

y(2j−1)(x) + y(2j−1)(1 − x)
)

, y ∈ D(L3,k);

D(L3,k) ≡ {y ∈ W2n
2 (0, 1) : ljy = 0, j = 1, 2, . . . , 2n};

V(L3,k) is the system of the eigenfunctions of the operator L3,k.
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Theorem 5. Suppose that kp ≤ mp and the assumptions B1–B3 hold. Then the system of the

functions V(L3,k) is the Riesz basis of the space L2(0, 1).

Proof. Define the elements of the system V(L3,k). The functions v1,q(x, L0,k) satisfy the condi-

tions (49)–(50), q = 1, 2, . . . . Therefore, the eigenfunction of the operator L3,k, that corresponds

to the eigenvalue λ1,q,k is defined by

v1,q(x, L3,k) ≡ v1,q(x, L0,k), q = 1, 2, . . . . (51)

For convenience we consider the representation of an eigenfunction of the operator L0,k

according to the formula

v0,q(x, L0,k) ≡ θ0,q

n

∑
r=1

∆
1,r
0 (ρ0,q)yr(x, ρ0,q), q = 1, 2, . . . . (52)

Let

y1
n+j(x, ρ0,q) ≡ (x −

1

2
)(exp ωjρ0,qx + exp ωjρ0,q(1 − x)), j = 1, 2, . . . , n, q = 1, 2, . . . , (53)

y1,1(x, ρ0,q) ≡
n

∑
r=1

h1,1
r,q y1

n+r(x, ρ0,q) ∈ H1, q = 1, 2, . . . , (54)

be the linear combination of the functions (53) with the indeterminate coefficients h1,1
r,q , and

y1,2(x, ρ0,q) ≡
n

∑
r=1

h1,2
r,q y1,n+r(x, ρ0,q) ∈ H1, q = 1, 2, . . . , (55)

be the linear combination of the functions y1,n+r(x, ρ0,q) with the indeterminate coefficients

h1,2
r,q .

The eigenfunction v0,q(x, L3,k) of the operator L3,k is given by

v0,q(x, L3,k) ≡ v0,q(x, L2,k) + y1,1(x, ρ0,q) + y1,2(x, ρ0,q), q = 1, 2, . . . , (56)

where

h1,1
r,q = −

1

2n
θ0,q

n

∑
j=1

aj(ρ0,q)
2j−2n(ωr)

2j−2∆
1,r
0 (ρ0,q), q = 1, 2, . . . , (57)

h1,2
r,q = −(ρ0,q)

−mn+r(∆0(ρ0,q))
−1∆

1,r
0 (ρ0,q)ln+ry1,1(x, ρ0,q), q = 1, 2, . . . . (58)

Let ∆
1,r
0 = lim

q→∞
∆

1,r
0 (ρ0,k) , k = 1, 2, . . . ; Vk be the system, whose elements are the functions

v1,q (x) ≡ v1,q (x, L0,k) , v0,q (x) ≡ v0,q (x, L0,k) + ∆
1,r
0 y1,n+1

(

x, ρ0,q

)

, q = 1, 2, . . . .

Using inequality |∆1,r
0 | < K3 < ∞, and Lemma 4.2, we obtain the statement: Vk is Riesz basis of

the space L2 (0, 1) . Taking into account the quadratic proximity of the system Vk and complete

the system V (L2,k) in the space L2 (0, 1) and according to N.K.Bari’s Theorem [11], we prove

the Theorem.
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Therefore, the operator L has a system of the eigenfunctions

V(L) ≡ {vs,q,k(x, L) ∈ W1 : vs,q,k(x, L) ≡ vs,q(x, L3,k)vk, s = 0, 1, k, q = 1, 2, . . . },

λs,q,k = (ρs,q)2n + z2n
k are the eigenvalues of the operator L, s = 0, 1, q = 1, 2, . . . .

Taking into account the formulas (56)–(58), we obtain the following statement: the sequence

of the operators {R (L3,k) , k = 1, 2, . . . } is uniformly bounded by the norm [L2 (0, 1)] . Thus, the

following theorem is true.

Theorem 6. Suppose that kp ≤ mp and the assumptions B1–B3 hold. Then the system of the

functions V(L) is the Riesz basis of the space W1.

REFERENCES

[1] Albeverio S., Kuzhel S. One-dimensional Schrödinger operators with P-symmetric zero-range potentials. J. Phys. A

2005, 38 (22), 4975. doi:10.1088/0305-4470/38/22/019

[2] Albeverio S., Kuzhel S. On elements of the Lax-Phillips scattering scheme for PT-symmetric operators. J. Phys. A

2012, 45 (44), 444001. doi:10.1088/1751-8113/45/44/444001

[3] Ashyralyev A., Sarsenbi A.M. Well-posedness of an elliptic equations with an involution. Electr. J. Diff. Eq. 2015,

284, 1–8.

[4] Baranetskij Ya.O., Yarka U.B., Fedushko S.A. Abstract perturbations of the Dirichlet differential operator. Spectral

properties. Scientific Bull. Uzhg. Univ. Ser. Mat. Inf. 2012, 3 (1), 12–16. (in Ukrainian)

[5] Baranetskij Ya., Basha A. Nonlocal multipoint problem for differential-operator equations of order 2n. J. Math. Sci.

2016, 217 (2), 176–186. doi:10.1007/s10958-016-2965-0

[6] Baranetskij Ya.O., Kalenyuk P.I., Kolyasa L.I. Boundary-value problem for abstract differential equations with op-

erator involution. Bukov. Math. J. 2016, 4 (3-4), 22–29.

[7] Baranetskij Ya., Kolyasa L. Boundary-value problem for abstract second-order differential equation with involution.

Visn. Lviv Polytech. National Univ. Ser. Phys. Math. Sci. 2017, 871, 20–27.

[8] Bassotti L. Linear operators that are T-invariant with respect to a group of homeomorphisms. Russian Math. Surv.

1988, 43 (1), 67–101. (in Russian)

[9] Burlutskaya M.Sh., Khromov A.P. Initial-boundary value problems for first-order hyperbolic equations with involu-

tion. Dokl. Math. 2011, 84 (3), 783–786. doi:10.1134/S1064562411070088 (translation of Dokl. Akad. Nauk 2011,

441 (2), 156–159. (in Russian))

[10] Cabada A., Tojo F.A.F. Existence results for a linear equation with reflection, non-constant coefficient and periodic

boundary conditions. J. Math. Anal. Appl. 2014, 412 (1), 529–546. doi:10.1016/j.jmaa.2013.10.067

[11] Gokhberg I. Ts., Krein M.G. Introduction to the Theory of Linear Not Self-Adjoint Operators. Nauka,

Moscow, 1965. (in Russian)

[12] Gupta C.P. Two-point boundary value problems involving reflection of the argument. Int. J. Math. Math. Sci. 1987,

10 (2), 361–371. doi:10.1155/S0161171287000425

[13] Kalenyuk P., Baranetskij Ya., Kolyasa L. Nonlocal boundary value problems for the operator of differentia-

tion of even order. In: Nonclassical problems of the theory of differential equations. Lviv, 2017. 91–110. (in

Ukrainian)

[14] Kirane M., Al-Salti N. Inverse problems for a nonlocal wave equation with an involution perturbation. J. Nonlinear

Sci. Appl. 2016, 9, 1243–1251.

[15] Kritskov L.V., Sarsenbi A.M. Spectral properties of a nonlocal problem for a second-order differential equation with

an involution. Differ. Equ. 2015, 51 (8), 984–990. doi:10.1134/S0012266115080029



THE NONLOCAL PROBLEM FOR THE DIFFERENTIAL-OPERATOR EQUATION 119

[16] Kurdyumov V.P. On Riescz bases of eigenfunction of 2-nd order differential operator with involution and in-

tegral boundary conditions. Izv. Saratov Univ. (N.S.), Ser. Math. Mech. Inform. 2015, 15 (4), 392–405.

doi:10.18500/1816-9791-2015-15-4-392-405 (in Russian)

[17] Moiseev E.I., Ambartsumyan V.E. On the Basis Property of the Eigenfunctions of the Frankl Problem

with Nonlocal Evenness and Oddness Conditions of the Second Kind. Dokl. Math. 2010, 81 (3), 429–433.

doi:10.1134/S1064562410030257 (translation of Dokl. Akad. Nauk 2010, 432 (4), 451–455. (in Russian))

[18] Naimark M.A. Linear differential operators. Frederick Ungar Publ. Co., New York, 1967.

[19] O’Regan D. Existence results for differential equations with reflection of the argument. J. Aust. Math. Soc. 1994, 57

(2), 237–260. doi:10.1017/S1446788700037538

[20] Sadybekov M.A., Sarsenbi A.M. Mixed problem for a differential equation with involution under boundary condi-

tions of general form. AIP Conf. Proc. 2012, 1470 (1), 225–227. doi:10.1063/1.4747681

[21] Sadybekov M.A., Turmetov B.K. On analogues of periodic boundary value problems for the Laplace operator in a

ball. Eurasian Math J. 2012, 3 (1), 143—146.

Received 10.09.2017

Revised 26.12.2017

Баранецький Я.О., Каленюк П.I., Коляса Л.I., Копач М.I. Нелокальна задача для диференцiально-

операторного рiвняння парного порядку з iнволюцiєю // Карпатськi матем. публ. — 2017. — Т.9,

№2. — C. 109–119.

У роботi дослiджується задача з крайовими несамоспряженими умовами диференцiально-

операторних рiвнянь порядку 2n з iнволюцiєю. Дослiджено спектральнi властивостi операто-

ра задачi.

Аналогiчно методу вiдокремлення змiнних, крайова задача для диференцiально-опера-

торного рiвняння парного порядку, зведена до послiдовностi операторiв {Lk}
∞
k=1 крайових

задач для звичайних диференцiальних рiвнянь парного порядку. Встановлено, що кожен еле-

мент Lk цiєї послiдовностi є iзоспектральним збуренням оператора L0,k самоспряженої крайо-

вої задачi для деякого лiнiйного звичайного диференцiального рiвняння порядку 2n.

Побудовано комутативну групу операторiв перетворення, елементи якої вiдображають си-

стему V(L0,k) власних функцiй оператора L0,k у систему V(Lk) власних функцiй операторiв Lk.

Власнi функцiї оператора крайової задачi для диференцiально - операторного рiвняння з iн-

волюцiєю отримано, як результат дiї деякого спецiально побудованого оператора на власнi

функцiї послiдовностi операторiв {Lk}
∞
k=1.

Встановлено достатнi умови, при яких система власних функцiй оператора задачi є бази-

сом Рiсса.

Ключовi слова i фрази: оператор iнволюцiї, диференцiально-операторне рiвняння, власнi

функцiї, базис Рiсса.
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DMYTRYSHYN R.I.

ON THE CONVERGENCE CRITERION FOR BRANCHED CONTINUED FRACTIONS

WITH INDEPENDENT VARIABLES

In this paper, we consider the problem of convergence of an important type of multidimensional

generalization of continued fractions, the branched continued fractions with independent variables.

These fractions are an efficient apparatus for the approximation of multivariable functions, which

are represented by multiple power series. We have established the effective criterion of absolute con-

vergence of branched continued fractions of the special form in the case when the partial numerators

are complex numbers and partial denominators are equal to one. This result is a multidimensional

analog of the Worpitzky’s criterion for continued fractions. We have investigated the polycircular

domain of uniform convergence for multidimensional C-fractions with independent variables in the

case of nonnegative coefficients of this fraction.

Key words and phrases: convergence, absolute convergence, uniform convergence, branched con-
tinued fraction with independent variables, multidimensional C-fraction with independent vari-
ables.

Vasyl Stefanyk Precarpathian National University, 57 Shevchenka str., 76018, Ivano-Frankivsk, Ukraine
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INTRODUCTION

The problem of convergence of continued fractions whether their multidimensional gen-

eralizations, branched continued fractions, in particular, branched continued fractions with

independent variables, is that on the basis of information about coefficients fraction to con-

clude its convergence or divergence. This class fractions was proposed by D.I. Bodnar [6], in

the study of the convergence of branched continued fractions with positive elements for es-

tablishing a analog of the Seidel convergence criteria for continued fractions. In the thesis by

Kh.Yo. Kuchminska [7] established the estimate of approximation of function by such fractions

under the conditions of the type of Śleszyński-Pringsheim in the case of the two branches of

branching. Further study of the convergence of branched continued fractions with indepen-

dent variables, in particular, branched continued fraction of the special form

1 +
N

∑
i1=1

ci(1)

1 +

i1

∑
i2=1

ci(2)

1 +

i2

∑
i3=1

ci(3)

1 +
· · · , (1)

where N is fixed natural number, ci(k), i(k) ∈ Ik, k ≥ 1, are complex numbers,

Ik =
{

i(k) : i(k) = (i1, i2, . . . , ik), 1 ≤ ip ≤ ip−1, 1 ≤ p ≤ k, i0 = N
}
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denotes set of multiindices, k ≥ 1, and branched continued fraction of the special form which

is reciprocal to it

1

1 +

N

∑
i1=1

ci(1)

1 +

i1

∑
i2=1

ci(2)

1 +

i2

∑
i3=1

ci(3)

1 +
· · · (2)

received a continuation in the papers by O.E. Baran [3], where proved that (1) converges abso-

lutely, if there exists the real numbers 0 ≤ qi(k) < 1 or 0 < qi(k) ≤ 1, i(k) ∈ Ik, k ≥ 1, such

that

|ci(k)| ≤ i−1
k−1gi(k)(1 − gi(k−1)), gi(0) = 0, i(k) ∈ Ik, k ≥ 1, (3)

and by O.E. Baran [2], where investigated a convergence of (2) for

|ci(k)| ≤ i−1
k−1ρ(1 − ρ), 0 < ρ ≤ 2−1, i(k) ∈ Ik, k ≥ 1. (4)

The next stage of the study of convergence of branched continued fractions with independent

variables associated with the paper by T.M. Antonova and D.I. Bodnar [1], where proved that

(1) converges absolutely for

|ci(k)| ≤ ti(k)

(

1 −
ik

∑
ik+1=1

ti(k+1)

)

, ti(k) ≥ 0,
ik

∑
ik+1=1

ti(k+1) < 1, i(k) ∈ Ik, k ≥ 1. (5)

In addition, we note the paper by Kh.Yo. Kuchminska [8], where was proved a convergence of

(2) with the elements that satisfy (4) in a slightly more general form than it was done in [2],

and the paper by D.I. Bodnar and M.M. Bubnyak [5], where was investigated a convergence of

one-periodic branched continued fractions of a special form with the elements that lie in disks

whose radius form a geometric sequences with common ratio 4−1.

We remark that the convergence criteria of branched continued fractions of the special form

(1) and (2) established in the above mentioned works are multidimensional analogs of the

Worpitzky’s criterion for continued fractions [9].

Our research continues to establish the convergence criteria for the branched continued

fractions with independent variables.

1 BRANCHED CONTINUED FRACTIONS OF THE SPECIAL FORM

Let

fn = 1 +
N

∑
i1=1

ci(1)

1 +

i1

∑
i2=1

ci(2)

1 +
· · ·

+

in−1

∑
in=1

ci(n)

1

be the nth approximant of (1), n ≥ 1.

We shall prove the following result.

Theorem 1. Let for the elements ci(k), i(k) ∈ Ik, k ≥ 1, of branched continued fraction of the

special form (1) hold the following conditions

|ci(k)| ≤ q
ik

i(k)
q

ik−1
i(k−1)

(1 − qi(k−1)), i(k) ∈ Ik, k ≥ 1, (6)

where qi(0) and qi(k), i(k) ∈ Ik, k ≥ 1, are constants which satisfy one or the other of the

conditions

0 ≤ qi(0) < 1, 0 ≤ qi(k) < 1, i(k) ∈ Ik, k ≥ 1, (7)
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or

0 < qi(0) ≤ 1, 0 < qi(k) ≤ 1, i(k) ∈ Ik, k ≥ 1. (8)

Then

(A) the branched continued fraction of special form (1) converges absolutely;

(B) the values of branched continued fraction of the special form (1) and of its approximants

are in the disk

|z − 1| ≤ 1 − qN
i(0); (9)

(C) the disk (9) is the "best" set of values of branched continued fraction of the special form

(1) and of its approximants for qi(k) = 2−1, i(k) ∈ Ik, k ≥ 1.

Proof. We show that branched continued fraction of the special form

1 −
N

∑
i1=1

qi1
i(1)

qi1−1
i(0)

(1 − qi(0))

1 −

i1

∑
i2=1

qi2
i(2)

qi2−1
i(1)

(1 − qi(1))

1 −

i2

∑
i3=1

qi3
i(3)

qi3−1
i(2)

(1 − qi(2))

1 −
· · · (10)

is a majorant of (1).

For the tails of (1) we introduce the following notation:

Q
(s)
i(s)

= 1, i(s) ∈ Is, s ≥ 1,

Q
(s)
i(k)

= 1 +
ik

∑
ik+1=1

ci(k+1)

1 +

ik+1

∑
ik+2=1

ci(k+2)

1 +
· · ·

+

is−1

∑
is=1

ci(s)

1
, i(k) ∈ Ik, 1 ≤ k ≤ s − 1, s ≥ 2.

It is clear that the following recurrence relations hold

Q
(s)
i(k)

= 1 +
ik

∑
ik+1=1

ci(k+1)

Q
(s)
i(k+1)

, i(k) ∈ Ik, 1 ≤ k ≤ s − 1, s ≥ 2. (11)

Let s be arbitrary integer number, moreover s ≥ 0. Using relations (11), by induction on k

for arbitrary of multiindex i(k) ∈ Ik we show that the following inequalities are valid

|Q
(s)
i(k)

| ≥ Q̃
(s)
i(k)

, i(k) ∈ Ik, 1 ≤ k ≤ s, (12)

where Q̃
(s)
i(k)

, i(k) ∈ Ik, 1 ≤ k ≤ s, denote the tails of (10), and

Q̃
(s)
i(k)

> qik

i(k)
, i(k) ∈ Ik, 1 ≤ k ≤ s, (13)

if the conditions (7) hold,

Q̃
(s)
i(k)

≥ q
ik

i(k)
, i(k) ∈ Ik, 1 ≤ k ≤ s, (14)

if the conditions (8) hold.

It is clear that for k = s, i(s) ∈ Is, relations (12)–(14) hold. By induction hypothesis that

(12)–(14) hold for k = p + 1, p + 1 ≤ s, i(p + 1) ∈ Ip+1, we prove (12)–(14) for k = p, i(p) ∈ Ip.
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Indeed, use of relations (11) for arbitrary of multiindex i(p) ∈ Ip lead to

|Q
(s)
i(p)

| ≥ 1 −
ip

∑
ip+1=1

|ci(p+1)|

|Q
(s)
i(p+1)

|
≥ 1 −

ip

∑
ip+1=1

q
ip+1

i(p+1)
q

ip+1−1

i(p)
(1 − qi(p))

Q̃
(s)
i(p+1)

= Q̃
(s)
i(p)

.

From (13) and (14) it follows that Q̃
(s)
i(p+1)

6= 0. Therefore, replacing q
ip+1

i(p+1)
by Q̃

(s)
i(p+1)

, inequali-

ties (13) and (14) are obtained for k = p, i(p) ∈ Ip.

Now, from (12)–(14) it follows that Q
(s)
i(k)

6= 0 and Q̃
(s)
i(k)

6= 0 for all indices. Applying the

method suggested in [4, p. 28] and recurrence relations (11), for m > n ≥ 1 we obtain

| fm − fn| ≤
N

∑
i1=1

i1

∑
i2=1

. . .
in

∑
in+1=1

n+1

∏
k=1

|ci(k)|

n+1

∏
k=1

|Q
(m)
i(k)

|
n

∏
k=1

|Q
(n)
i(k)

|

≤ (−1)n+1
N

∑
i1=1

i1

∑
i2=1

. . .
in

∑
in+1=1

(−1)n+1
n+1

∏
k=1

q
ik

i(k)
q

ik−1
i(k−1)

(1 − qi(k−1))

n+1

∏
k=1

Q̃
(m)
i(k)

n

∏
k=1

Q̃
(n)
i(k)

= −( f̃m − f̃n),

where f̃k, k ≥ 1, denote the approximants of (10).

Hence,

| fm − fn| ≤ f̃n − f̃m, m > n ≥ 1,

and
k

∑
r=1

| fr+1 − fr | ≤
k

∑
r=1

( f̃r − f̃r+1) = −
N

∑
i1=1

qi1
i(1)

qi1−1
i(0)

(1 − qi(0))− f̃k+1, k ≥ 1. (15)

From this it follows that the sequence { f̃k} is a monotonically decreases. Furthermore, from

(13) and (14) for arbitrary k ≥ 1 we have

f̃k = 1 −
N

∑
i1=1

qi1
i(1)

qi1−1
i(0)

(1 − qi(0))

Q̃
(k)
i(1)

≥ qN
i(0),

i.e. the sequence { f̃k} is bounded below. Therefore, the limit

f̃ = lim
k→∞

f̃k

exists and is a finite. Now, from (15) for k → ∞ it follows that (1) converges absolutely. This

proves part (A).

Next we prove part (B) and (C). Using (6), (13) and (14) for arbitrary k ≥ 1 we have

| fk − 1| ≤
N

∑
i1=1

|ci(1)|

|Q
(k)
i(1)

|
≤

N

∑
i1=1

qi1
i(1)

qi1−1
i(0)

(1 − qi(0))

Q̃
(k)
i(1)

≤ 1 − qN
i(0).
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Therefore, the disk (9) includes the set of value of (1). We show that it coincides with (9) for

qi(k) = 2−1, i(k) ∈ Ik, k ≥ 1.

Let c be an arbitrary complex number such that |c| < 1 − qN
i(0)

. Then for the approximant

f1 of (1), where the ci(1) = c(1 − qN
i(0)

)−1qi1−1
i(0)

(1 − qi(0)), 1 ≤ i1 ≤ N, and the ci(k), i(k) ∈ Ik,

k ≥ 2, are arbitrary complex numbers that satisfy (6), we obtain f1 = 1 + c. If |c| = 1 − qN
i(0)

then (1), where the ci(1) = 2−i1c(1 − qN
i(0)

)−1qi1−1
i(0)

(1 − qi(0)), 1 ≤ i1 ≤ N, and the ci(k) = −4−ik ,

i(k) ∈ Ik, k ≥ 2, satisfy (6) for qi(k) = 2−1, i(k) ∈ Ik, k ≥ 1, get value 1 + c. We show it.

Indeed, in the above mentioned values of elements of (1) by equivalent transformation

ρi(k) = 2ik−1, i(k) ∈ Ik, k ≥ 1, [4, pp. 29–33] we can write it in the form

1 +
N

∑
i1=1

2−1c(1 − qN
i(0)

)−1qi1−1
i(0)

(1 − qi(0))

2i1−1 −

i1

∑
i2=1

2i1−i2−2

2i2−1 −

i2

∑
i3=1

2i2−i3−2

2i3−1 −
· · · . (16)

To prove that the value of (16) is equal to 1 + c it is sufficient to prove the following relations

f (k) = 2k−1 −
k

∑
i2=1

2k−i2−2

2i2−1 −

i2

∑
i3=1

2i2−i3−2

2i3−1 −

i3

∑
i4=1

2i3−i4−2

2i4−1 −
· · · = 2−1, 1 ≤ k ≤ N. (17)

By induction on k we show that the relations (17) are valid.

It is easy to shown that for k = 1 relation (17) holds. By induction hypothesis that (17) hold

for k = n − 1, n ≥ 2, we prove (17) for k = n. We have

f (n) = 2n−1 −
2n−3

f (1)
−

2n−4

f (2)
− . . . −

1

f (n−2)
−

2−1

f (n−1)
−

2−2

f (n)
. (18)

Since f (k) = 2−1, 1 ≤ k ≤ n − 1, n ≥ 2, and

2n−1 − 2n−2 − 2n−3 − . . . − 20 = 2n−1 − 2n−2 21−n − 1

2−1 − 1
= 1,

than from (18) we obtain f (n) = 2−1. From this it follows that the value of (16) is equal to 1 + c.

Finally, it follows from concept of equivalent transformation [4, pp. 29–33] that the value of (1)

is also equal to 1 + c.

It is now a simple matter to prove the following theorem.

Theorem 2. Let for the elements ci(k), i(k) ∈ Ik, k ≥ 1, of branched continued fraction of the

special form (2) hold the conditions (6), where qi(0) and qi(k), i(k) ∈ Ik, k ≥ 1, are constants

which satisfy one or the other of the conditions

0 < qi(0) ≤ 1, 0 ≤ qi(k) < 1, i(k) ∈ Ik, k ≥ 1, (19)

or

0 < qi(0) ≤ 1, 0 < qi(k) ≤ 1, i(k) ∈ Ik, k ≥ 1. (20)
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Then

(A) the branched continued fraction of special form (2) converges absolutely;

(B) the values of the branched continued fraction of the special form (2) and of its approxi-

mants are in the disk
∣

∣

∣

∣

∣

z −
1

qN
i(0)

(2 − qN
i(0)

)

∣

∣

∣

∣

∣

≤
1 − qN

i(0)

qN
i(0)

(2 − qN
i(0)

)
; (21)

(C) the disk (21) is the "best" set of values of branched continued fraction of the special form

(2) and of its approximants for qi(k) = 2−1, i(k) ∈ Ik, k ≥ 1.

Proof. By analogous considerations as in the proof of Theorem 1, it is easy to shown that a

majorant of (2) is the following branched continued fraction of the special form

1

1 −

N

∑
i1=1

qi1
i(1)

qi1−1
i(0)

(1 − qi(0))

1 −

i1

∑
i2=1

qi2
i(2)

qi2−1
i(1)

(1 − qi(1))

1 −

i2

∑
i3=1

qi3
i(3)

qi3−1
i(2)

(1 − qi(2))

1 −
· · · . (22)

From the fact that the approximants of (22) form the sequence, which is a monotonically in-

creasing and bounded above, it follows that (2) converges absolutely.

We write the kth approximant of (2) in the form

z =



1 +
N

∑
i1=1

ci(1)

Q
(k−1)
i(1)





−1

=
1

1 + w
.

Using relations (19), (20) and conditions (6), we have

|w| ≤
N

∑
i1=1

|ci(1)|

|Q
(k−1)
i(1)

|
≤

N

∑
i1=1

qi1
i(1)

qi1−1
i(0)

(1 − qi(0))

Q̃
(k−1)
i(1)

≤ 1 − qN
i(0).

Therefore,
∣

∣

∣

∣

1 − z

z

∣

∣

∣

∣

= |w| ≤ 1 − qN
i(0),

from where we obtain (21).

Since 0 < qi(0) ≤ 1 then (21) contains the point 1. In view of proof part (C) of Theorem 1,

to show that (21) is the "best" set, it suffices to note that values of the particular branched

continued fraction of special form

z =
1

1 +

N

∑
i1=1

2−1c(1 − qN
i(0)

)−1qi1−1
i(0)

(1 − qi(0))

2i1−1 −

i1

∑
i2=1

2i1−i2−2

2i2−1 −

i2

∑
i3=1

2i2−i3−2

2i3−1 −
· · · =

1

1 + c
.

fill the disk (21) as c ranges over the set |c| ≤ 1 − qN
i(0)

.

2 MULTIDIMENSIONAL C-FRACTIONS WITH INDEPENDENT VARIABLES

In this section we have two convergence criteria for the multidimensional C-fractions with

independent variables. Their proof is a simple application of Theorems 1 and 2 respectively.
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Corollary 2.1. Let ai(k), i(k) ∈ Ik, k ≥ 1, be nonnegative numbers such that

ai(k) ≤ q
ik

i(k)
q

ik−1
i(k−1)

(1 − qi(k−1)), i(k) ∈ Ik, k ≥ 1, (23)

where qi(0) and qi(k), i(k) ∈ Ik, k ≥ 1, are constants which satisfy one or the other of the

conditions (7) or (8). Then the multidimensional C-fraction with independent variables

1 +
N

∑
i1=1

ai(1)zi1

1 +

i1

∑
i2=1

ai(2)zi2

1 +

i2

∑
i3=1

ai(3)zi3

1 +
· · ·

converges uniformly in the domain

G =
{

z = (z1, z2, . . . , zN) ∈ C
N : |zk| < 1, 1 ≤ k ≤ N

}

. (24)

Corollary 2.2. Let ai(k), i(k) ∈ Ik, k ≥ 1, be nonnegative numbers such that satisfy the inequal-

ities (23), where qi(0) and qi(k), i(k) ∈ Ik, k ≥ 1, are constants which satisfy one or the other of

the conditions (19) or (20). Then the multidimensional C-fraction with independent variables

1

1 +

N

∑
i1=1

ai(1)zi1

1 +

i1

∑
i2=1

ai(2)zi2

1 +

i2

∑
i3=1

ai(3)zi3

1 +
· · ·

converges uniformly in the domain (24).

CONCLUSION

The convergence criteria (6), as well as (3) and (5), is an effective criterion for investigating

the convergence of branched continued fractions with independent variables.

ACKNOWLEDGEMENT

We thank T.M. Antonova (Lviv Polytechnic National University) for comments that greatly

improved the manuscript.

REFERENCES

[1] Antonova T.M., Bodnar D.I. Convergence domains for branched continued fractions of the special form. Approx.

Theor. and its Appl.: Pr. Inst. Math. NAS Ukr. 2000, 31, 19–32. (in Ukrainian)

[2] Baran O.E. An analog of the Vorpits’kii convergence criterion for branched continued fractions of special form. J.

Math.Sci. 1998, 90 (5), 2348–2351. doi:10.1007/BF02433964 (translation of Mat. Met. Fiz.-Mekh. Polya 1996,

39 (2), 35–38. (in Ukrainian))

[3] Baran O.E. Some convergence criteria for branched continued fractions with independent variables. Visnyc State

Polytechnic University. App. Math. 1998, 341, 18–23. (in Ukrainian)

[4] Bodnar D.I. Branched continued fractions. Naukova Dumka, Kiev, 1986. (in Russian)

[5] Bodnar D.I., Bubnyak M.M. Estimates of the rate of pointwise and uniform convergence for one-periodic branched

continued fractions of a special form. J. Math. Sci. 2015. 208 (3), 289–300. doi:10.1007/s10958-015-2446-x (transla-

tion of Mat. Met. Fiz.-Mekh. Polya 2013, 56 (4), 24–32. (in Ukrainian))



CONVERGENCE OF BRANCHED CONTINUED FRACTIONS 127

[6] Bodnar D.I. The investigation of a convergence of one class of branched continued fractions. In the book: Continued

fractions and their applications. Inst. Math., Acad. of Sci. of the Ukr. SSR, Kiev, 1976, 41–44. (in Russian)

[7] Kuchminska Ch.Yo. Approximation and interpolation of functions by continued and branched continued

fractions. Ph.D. dissertation. Mathematical Analysis. Inst. for App. Problem. of Mech. and Math., Acad. of

Sci. of the Ukr. SSR, Lviv, 1978. (in Russian)

[8] Kuchminska Ch.Yo. A Worpitzky boundary theorem for branched continued fractions of the special form. Carpathian

Math. Publ. 2016, 8 (2), 272–278. doi:10.15330/cmp.8.2.272-278

[9] Worpitzky J. Untersuchungen über die Entwickelung der monodromen und monogenen Funktionen durch Ket-
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Дмитришин Р.I. Про критерiй збiжностi гiллястих ланцюгових дробiв з нерiвнозначними змiнни-

ми // Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 120–127.

Дослiджується питання збiжностi багатовимiрних узагальнень неперервних дробiв — гiл-

лястих ланцюгових дробiв з нерiвнозначними змiнними. Цi дроби є ефективним апаратом при

наближеннi функцiй, заданих кратними степеневими рядами. Встановлено ефективнi умови

абсолютної збiжностi гiллястих ланцюгових дробiв з нерiвнозначними змiнними у випадку ко-

ли частиннi чисельники комплекснi числа, а частиннi знаменники дорiвнюють одиницi. Отри-

маний результат є багатовимiрним аналогом критерiю Ворпiтського для неперервних дробiв.

Дослiджено полiкругову область рiвномiрної збiжностi для багатовимiрних C-дробiв з нерiв-

нозначними змiнними у випадку невiд’ємних коефiцiєнтiв дробу.

Ключовi слова i фрази: збiжнiсть, абсолютна збiжнiсть, рiвномiрна збiжнiсть, гiллястий лан-

цюговий дрiб з нерiвнозначними змiнними, багатовимiрний C-дрiб з нерiвнозначними змiнни-

ми.
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JINTO J. , GERMINA K.A., SHAINI P.

SOME CLASSES OF DISPERSIBLE DCSL-GRAPHS

A distance compatible set labeling (dcsl) of a connected graph G is an injective set assignment
f : V(G) → 2X, X being a non empty ground set, such that the corresponding induced function

f ⊕ : E(G) → 2X \ {ϕ} given by f ⊕(uv) = f (u)⊕ f (v) satisfies | f ⊕(uv)| = k
f

(u,v)dG(u, v) for every

pair of distinct vertices u, v ∈ V(G), where dG(u, v) denotes the path distance between u and v

and k
f

(u,v) is a constant, not necessarily an integer, depending on the pair of vertices u, v chosen.

G is distance compatible set labeled (dcsl) graph if it admits a dcsl. A dcsl f of a (p, q)-graph G

is dispersive if the constants of proportionality k
f

(u,v) with respect to f , u 6= v, u, v ∈ V(G) are all

distinct and G is dispersible if it admits a dispersive dcsl. In this paper, we prove that all paths and
graphs with diameter less than or equal to 2 are dispersible.

Key words and phrases: set labeling of graphs, dcsl-graph, dispersible dcsl-graph.
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INTRODUCTION

Acharya B.D. [1] introduced the notion of vertex set valuation as a set analogue of number
valuation. For a graph G = (V, E) and a non empty set X, Acharya B.D. defined a set valuation
of G as an injective set valued function f : V(G) → 2X, and he defined a set-indexer as a set
valuation such that the function f⊕ : E(G) → 2X \ {ϕ} given by f⊕(uv) = f (u) ⊕ f (v) for
every uv ∈ E(G) is also injective, where 2X is the set of all the subsets of X and ⊕ is the binary
operation of taking the symmetric difference of subsets of X.

Acharya B.D. and Germina K.A., who has been studying topological set valuation, intro-
duced the particular kind of set valuation for which a metric, especially the cardinality of the
symmetric difference, is associated with each pair of vertices in proportion to the distance
between them [2]. In otherwords, the question is whether one can determine those graphs
G = (V, E) that admit an injective function f : V → 2X, X being a non empty ground set such
that the cardinality of the symmetric difference f⊕(uv) is proportional to the usual path dis-
tance dG(u, v) between u and v in G, for each pair of distinct vertices u and v in G. They called
f a distance compatible set labeling (dcsl) of G, and the ordered pair (G, f ), a distance compatible
set labeled (dcsl) graph.
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Definition 1 ([2]). Let G = (V, E) be any connected graph. A distance compatible set labeling
(dcsl) of a graph G is an injective set assignment f : V(G) → 2X, X being a non empty
ground set, such that the corresponding induced function f⊕ : E(G) → 2X \ {ϕ} given by

f⊕(uv) = f (u) ⊕ f (v) satisfies | f⊕(uv)| = k
f

(u,v)
dG(u, v) for every pair of distinct vertices

u, v ∈ V(G), where dG(u, v) denotes the path distance between u and v and k
f

(u,v) is a constant,
not necessarily an integer, depending on the pair of vertices u, v chosen.

The following universal theorem has been established in [2].

Theorem 1 ([2]). Every graph admits a dcsl.

Definition 2 ([3]). A dcsl f of a (p, q)-graph G is dispersive if the constants of proportionality

k
f

(u,v) with respect to f , u 6= v, u, v ∈ V(G) are all distinct and G is dispersible if it admits a

dispersive dcsl. A dispersive dcsl f of G is (k, r)-arithmetic, if the constants of proportionality
with respect to f can be arranged in the arithmetic progression, k, k + r, k + 2r, . . . , k + (q − 1)r
and if G admits such a dcsl then G is a (k, r)-arithmetic dcsl-graph.

Theorem 2 ([3]). Kn is dispersible for all n ≥ 1.

1 DISPERSIVE DCSL-GRAPH WITH DIAM(G) ≤ 2

Theorem 3. The star graph K1,n is dispersible for any n ≥ 1.

Proof. Let V(K1,n) = {v0, v1, v2, . . . , vn} with v0 is the central vertex. Let X = {1, 2, . . . , 22n+1}.
Define f : V(K1,n) → 2X by f (v0) = ϕ and f (vi) = {1, 2, 3, . . . , 22i+1}, 1 ≤ i ≤ n. Clearly
f (vi) ⊂ f (vj) and | f (vi) ⊕ f (vj)| = 22j+1 − 22i+1, | f (v0) ⊕ f (vi)| = 22i+1 for i < j and 1 ≤

i, j ≤ n. Now, we prove that the constant of proportionality k
f

(u,v)
are all distinct, for distinct

u, v ∈ V(K1,n).

Case 1. For i 6= j, if possible

k
f

(v0,vi)
= k

f

(v0,vj)
⇒

| f (v0)⊕ f (vi)|

d(v0, vi)
=

| f (v0)⊕ f (vj)|

d(v0, vj)

⇒
22i+1 − 0

1
=

22j+1 − 0

1
⇒ 22i+1 = 22j+1, a contradiction.

Case 2. For i, j, k and j > k, if possible

k
f

(v0,vi)
= k

f

(vj,vk)
⇒

| f (v0)⊕ f (vi)|

d(v0, vi)
=

| f (vj)⊕ f (vk)|

d(vj , vk)

⇒
22i+1 − 0

1
=

22j+1 − 22k+1

2
⇒ 22i+1 = 22j − 22k

⇒ 22i+1 = 22k(22j−2k − 1) ⇒ 22i+1−2k = 22j−2k − 1(if 2i + 1 > 2k).

Here the left hand side is even and right hand side is odd, a contradiction. Also 2i + 1 = 2k is
not possible and for 2i + 1 < 2k, a similar contradiction can be derived.
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Case 3. Let vi, vj, vk, vl , 1 ≤ i, j, k, l ≤ n are four vertices of K1,n with all the four vertices are
distinct. We also assume with out loss of generality that i < j, l < k and i < l.

k
f

(vi,vj)
= k

f

(vk ,vl)
⇒

| f (vi)⊕ f (vj)|

d(vi , vj)
=

| f (vk)⊕ f (vl)|

d(vk, vl)

⇒
22j+1 − 22i+1

2
=

22k+1 − 22l+1

2
⇒ 22j − 22i = 22k − 22l

⇒ 22i(22j−2i − 1) = 22l(22k−2l − 1) ⇒ (22j−2i − 1) = 22l−2i(22k−2l − 1),

a contradiction that left hand side is odd and right hand side is even. Now if k
f

(vi,vj)
= k

f

(vk ,vl)

and any two vertices are same then it is easy to see that the other two vertices are also same.

Hence, k
f

(u,v)
are all distinct for all distinct u, v ∈ V(K1,n), so that K1,n is dispersible dcsl-

graph.

Remark 1. For K1,n, max{d(u, v) : u, v ∈ V(K1,n)} = 2. The diameter of a connected graph G is
defined as max{d(u, v) : u, v ∈ V(G)} and is denoted by diam(G). It can be shown for a graph
G with diam(G) ≤ 2 that it is dispersible dcsl-graph. The result is proved in the following
statement.

Theorem 4. Any graph G for which diam(G) ≤ 2, is dispersible dcsl-graph.

Proof. Let G be a graph with diam(G) ≤ 2 and |V(G)| = n. Choose any 1-1 function g :
V(G) −→ {1, 3, 5, 7 . . .}. Consider the function f : V(G) −→ 2N, where N = {1, 2, 3, . . .}
given by f (v) = {1, 2, 3, 4 . . . , 2g(v)}. We prove that f is a dispersive dcsl of G. Rename

the vertices of G as v ∈ V(G) changes to vg(v). We need to prove k
f

(vi,vj)
6= k

f

(vk,vl)
for all

vi, vj, vk, vl ∈ V(G). Assume the contrary that,

| f (vi)⊕ f (vj)|

d(vi, vj)
=

| f (vk)⊕ f (vl)|

d(vk , vl)
.

Case 1. d(vi , vj) = d(vk , vl) = 1.
Subcase a. If vi = vk,

2j − 2i = 2l − 2k ⇒ 2j − 2i = 2l − 2i ⇒ 2j = 2l ⇒ j = l ⇒ vj = vl .

Similarly for vj = vl ⇒ vi = vk.
Subcase b. If vi = vl and for j > i > k,

2j − 2i = 2l − 2k ⇒ 2j + 2k = 2i + 2l ⇒ 2j + 2k = 2i+1

⇒ 2k(2j−k + 1) = 2i+1 ⇒ 2j−k + 1 = 2i+1−k.

Left hand side is odd and right hand side is even, a contradiction.
Subcase c. If vj = vk and for l > j > i,

2j − 2i = 2l − 2k ⇒ 2j + 2k = 2i + 2l ⇒ 2j+1 = 2i + 2l ⇒ 2j+1−i = 2l−i + 1.

Here left hand side is even and right hand side is odd, a contradiction.
Case 1 implies that if any two vertices are same, either the other two must be same or we arrive
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{1,...2
3

}

{1,...2
13

}

{1,...,2
5

}

{1,...,2
7

}
{1,...,2

9
}

{1,...2
11

}

{1,...2
15

}

{1,...217}

{1,...219}

{1,...221}

Figure 1: Dispersive dcsl of Peterson graph [diam(P) = 2].

at a contradiction.
Case 2. d(vi, vj) = d(vk , vl) = 2.
Similar arguments of Case 1 implies that if any two vertices are same, either the other two
must be same or we arrive at a contradiction.
Case 3. d(vi, vj) = 2 and d(vk , vl) = 1.

Subcase a. If vj = vl , then vi 6= vk and for j > i > k,

2j−1 − 2i−1 = 2l − 2k ⇒ 2j−1 − 2i−1 = 2j − 2k ⇒ 2k(2j−1−k − 2i−1−k) = 2k(2j−k − 1).

Left hand side is even and right hand side is odd, a contradiction. A similar contradiction can
be obtained when k > i.

Subcase b. if vj = vk and for l > j > i,

2j−1 − 2i−1 = 2l − 2k ⇒ 2j−1−(i−1)− 1 = 2l−(i−1) − 2j−(i−1).

A contradiction(left hand side is odd and right hand side is even).
Subcase c. If vi = vl and for j > i > k,

2j−1 − 2i−1 = 2l − 2k ⇒ 2j−1 − 2i−1 = 2i − 2k ⇒ 2k(2j−1−k − 2i−1−k) = 2k(2i−k − 1).

A contradiction(left hand side is even and right hand side is odd). Case 3 implies that if any
two vertices are same, then we arrive at a contradiction.

Case 4. All the four vertices are distinct. if for any i, j, k, l distinct odd natural numbers,

2j − 2i 6= 2l − 2k, 2j−1 − 2i−1 6= 2l−1 − 2k−1

and 2j−1 − 2i−1 6= 2l − 2k. So in every case all the four vertices should be distinct, implies k
f

(u,v)

is distinct for every pair of vertices (u, v) of a connected graph G with diam(G) ≤ 2.

Corollary 1. A graph G with a full degree vertex is dispersive dcsl-graph.

Proof. Since G has a full degree vertex, K1,n is a spanning subgraph of G. So diam(G) ≤ 2.

Corollary 2. Kn, Km,n, C4, C5 and Peterson graph are dispersive dcsl-graphs.

Corollary 3. Join of two graphs is always dispersive dcsl-graphs.
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Proof. Since diam(G1 ∨ G2) ≤ 2 for any two graphs G1 and G2, by theorem 5 join of two graph
is always dispersible.

Corollary 4. The Wheel graph (K1 ∨ Cn) is dispersive dcsl-graph.

Corollary 5. A graph G with δ(G) > n
2 is dispersible.

Proof. Let u, v ∈ V(G). Since degree of each vertex in G is greater than or equal to n
2 , both u

and v should have a common neighbor. Which in turn implies that d(u, v) ≤ 2. This is true for
any pair of vertices implies the diam(G) ≤ 2.

Remark 2. It is proved in Theorem 4 that all the graphs with diameter less than or equal to
two are dispersible. It does not imply that graphs with higher diameter are not dispersible. In
fact for every n, we get a dispersible graph with diam(G) = n as shown in the next Theorem 5.

Theorem 5. Paths are dispersible dcsl-graphs.

Proof. Let Pn+1 = v0v1v2 . . . vn−1vn be a path of length n with n + 1 vertices. Label the vertices
with sets which are mutually disjoint and of size in the following way.

| f (v0)| = 0,

| f (v1)| = n!,

| f (vi)| = i[| f (vi−1)|+ | f (vi−2)|] + n!, f or 2 ≤ i ≤ n + 1.

Here the constant k
f

(v0,vi)
is greater than all other constants upto vi−1. Also

k
f

(v0,vi)
< k

f

(v1,vi)
< . . . < k

f

(vi−1,vi)

for all 2 ≤ i ≤ n + 1. Since all the constants of proportionality are distinct, this dcsl is a
dispersive dcsl.

{φ}

{(1,3),...,(13∗4!,3)}{(1,1),...,(4!,1)}

{(1,2),...,(3∗4!,2} {(1,4),...,(65∗4!,4)}

vo

v
3

v
2

v
1

v4

Figure 2: Dispersive dcsl of P5.

2 CONCLUSION

Much work has been done when the constant of proportionality k
f
u,v is a constant for every

pair (u, v) ∈ V(G) × V(G) of a dcsl-graph G [2, 4, 5]. Here we proved that some classes of
graphs are dispersible. But we did not get any graph which is not dispersible. Also dispersive
dcsl is not unique for a dispersible graph. So some problems arise automatically.

1. What is the minimum cardinality of ground set X of dispersible graph G, denoted by
ν(G)?

2. Trees are dispersible?
3. Every graph admits a dispersive dcsl?
4. Any graph G with diam(G) ≤ 2 is (k, r)-arithmetic?
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Сумiсна з вiдстанями множина мiток (dcsl) зв’язаного графа G є iн’єктивним вiдображен-
ням множин f : V(G) → 2X, де X — непорожня базова множина така, що вiдповiдна iнду-
кована функцiя f ⊕ : E(G) → 2X \ {ϕ} задана як f ⊕(uv) = f (u) ⊕ f (v) задовольняє умову

| f ⊕(uv)| = k
f

(u,v)
dG(u, v) для кожної пари рiзних вершин u, v ∈ V(G), де dG(u, v) позначає дов-

жину шляху мiж u i v, та k
f

(u,v)
не обов’язково цiла константа, що залежить вiд пари обраних

вершин u, v. G є графом з сумiсною з вiдстанями множиною мiток (dcsl-графом), якщо вiн
дозволяє dcsl. Сумiсна з вiдстанями множина мiток f деякого (p, q)-графа G є дисперсною,

якщо сталi пропорцiйностi k
f

(u,v) вiдносно f , u 6= v, u, v ∈ V(G) є рiзними i G є дисперсним,

якщо вiн доспускає дисперсну dcsl. У цiй статтi доведено, що всi шляхи i графи з дiаметром
не бiльшим 2 є дисперсними.

Ключовi слова i фрази: множини мiток графiв, dcsl-граф, дисперсний dcsl-граф.
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FIRST REFORMULATED ZAGREB INDICES OF SOME CLASSES OF GRAPHS

A topological index of a graph is a parameter related to the graph; it does not depend on labeling

or pictorial representation of the graph. Graph operations plays a vital role to analyze the structure

and properties of a large graph which is derived from the smaller graphs. The Zagreb indices are

the important topological indices found to have the applications in Quantitative Structure Property

Relationship (QSPR) and Quantitative Structure Activity Relationship (QSAR) studies as well. There

are various studies of different versions of Zagreb indices. One of the most important Zagreb indices

is the reformulated Zagreb index which is used in QSPR study.

In this paper, we obtain the first reformulated Zagreb indices of some derived graphs such as

double graph, extended double graph, thorn graph, subdivision vertex corona graph, subdivision

graph and triangle parallel graph. In addition, we compute the first reformulated Zagreb indices of

two important transformation graphs such as the generalized transformation graph and generalized

Mycielskian graph.

Key words and phrases: Zagreb index, reformulated Zagreb index, derived graphs.
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INTRODUCTION

All the graphs considered in this paper are connected and simple. For vertex u ∈ V(G),

the degree of the vertex u in G, denoted by dG(u), is the number of edges incident to u in G. A

topological index of a graph is a parameter related to the graph; it does not depend on labeling

or pictorial representation of the graph. In theoretical chemistry, molecular structure descrip-

tors (also called topological indices) are used for modeling physicochemical, pharmacologic,

toxicologic, biological and other properties of chemical compounds. Several types of such in-

dices exist, especially those based on vertex and edge distances. One of the most intensively

studied topological indices is the Wiener index. Two of these topological indices are known

under various names, the most commonly used one are the first and second Zagreb indices.

The Zagreb indices have been introduced more than thirty years ago by Gutman I. and

Trinajstić N. [6]. They are defined as

M1(G) = ∑
u∈V(G)

dG(u)
2, M2(G) = ∑

uv∈E(G)

dG(u)dG(v).

Note that the first Zagreb index may also be written as

M1(G) = ∑
uv∈E(G)

(dG(u) + dG(v)).

УДК 519.1
2010 Mathematics Subject Classification: 05C12, 05C76.

c©Kaladevi V., Murugesan R., Pattabiraman K., 2017
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The Zagreb indices are found to have appilications in QSPR and QSAR studies as well. For the

survey on theory and application of Zagreb indices see [7]. Feng L. et al. [5] have given the

sharp bounds for the Zagreb indices of graphs with a given matching number. Khalifeh M.H.

et al. [12] have obtained the Zagreb indices of the Cartesian product, composition, join, dis-

junction and symmetric difference of graphs. The extremal values of Zagreb coindices over

some special class of graphs determined by Ashrafi A.R. et al. [1].

Milićević A. et al. [15] in 2004 reformulated the Zagreb indices in terms of edge-degrees

instead of vertex-degrees EM1(G) = ∑
e∈E(G)

d(e)2, where d(e) denotes the degree of the edge

e in G, which is defined by d(e) = d(u) + d(v) − 2 with e = uv. The use of these descriptors

in QSPR study was also discussed in their report [15]. Reformulated Zagreb index, particu-

larly its upper/lower bounds has attracted recently theat tention of many mathematicians and

computer scientists, see [3, 4, 10, 11, 15, 17, 20]. The aim of this paper is to obtain, the first

reformulated Zagreb indices of some derived graphs such as double, extended double, thorn

graph, subdivision vertex corona of graphs, subdivision graph and triangle parallel graph. In

addition, we compute the first reformulated Zagreb indices of two important transformation

graphs such as the generalized transformations graphs and generalized Mycielskian graphs.

1 MAIN RESULTS

The hyper Zagreb index and its coindex are defined as

HM(G) = ∑
uv∈E(G)

(dG(u) + dG(v))
2 and HM(G) = ∑

uv/∈E(G)

(dG(u) + dG(v))
2.

The F-index of a graph G is defined as F = F(G) = ∑
u∈V(G)

d3
G(u) = ∑

uv∈E(G)
(d2

G(u) + d2
G(v)).

1.1 Double graph and extended double cover

Let us denote the double graph of a graph G by G∗, which is constructed from two copies

of G in the following manner [9, 2]. Let the vertex set of G be V(G) = {v1, v2, . . . , vn}, and the

vertices of G∗ are given by the two sets X = {x1, x2, . . . , xn} and Y = {y1, y2, . . . , yn}. Thus for

each vertex vi ∈ V(G), there are two vertices xi and yi in V(G∗). The double graph G∗ includes

the initial edge set of each copies of G, and for any edge vivj ∈ E(G), two more edges xiyj

and xjyi are added, see Figure 1. Now we compute the first reformulated Zagreb index of the

double of a given graph.

b b b

b b b b

x2 x3 x4x1

y1 y2 y3 y4

P∗
4

b b b b
b

P4

Figure 1: The double graph of P4.

Theorem 1. Let G be a connected graph with m edges. If G∗ is a double graph of G, then

EM1(G
∗) = 16HM(G)− 32M1(G) + 16m.
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Proof. From the definition of a double graph it is clear that dG∗(xi) = dG∗(yi) = 2dG(vi), where

vi ∈ V(G) and xi, yi ∈ V(G∗) are corresponding clone vertices of vi. By the definition of EM1,

EM1(G
∗) = ∑

uv∈E(G∗)

(dG∗(u) + dG∗(v)− 2)2

= ∑
xixj∈E(G∗)

(dG∗(xi) + dG∗(xj)− 2)2 + ∑
yiyj∈E(G∗)

(dG∗(yi) + dG∗(yj)− 2)2

+ ∑
xiyj∈E(G∗)

(dG∗(xi) + dG∗(yj)− 2)2 + ∑
xjyi∈E(G∗)

(dG∗(xj) + dG∗(yi)− 2)2

= 4 ∑
vivj∈E(G)

(2dG(vi) + 2dG(vj)− 2)2 = 16 ∑
vivj∈E(G)

(dG(vi) + dG(vj)− 1)2

= 16 ∑
vivj∈E(G)

[

(dG(vi) + dG(vj))
2 − 2(dG(vi) + dG(vj)) + 1

]

= 16HM(G)− 32M1(G) + 16m.

Let G be a simple connected graph with V(G) = {v1, v2, . . . , vn}. The extended double cover of

G, denoted by G∗∗ is the bipartite graph with bipartition (X, Y) where X = {x1, x2, . . . , xn} and

Y = {y1, y2, . . . , yn} in which xi and yj are adjacent if and only if either vi and vj are adjacent

in G or i = j, see Figure 2. This construction of the extended double cover was introduced by

Alon N. [2] in 1986. Here we obtain the first reformulated Zagreb index of extended double

cover of a given graph.

b b b b

b b b b

Figure 2: Extended double cover of P4.

Theorem 2. Let G be a graph and G∗∗ its extended double cover. Then EM1(G
∗∗) = 2HM(G).

Proof. Let G be a graph with n vertices and m edges. The definition of the extended dou-

ble cover implies that G∗∗ consists of 2n vertices and n + 2m edges. Moreover, dG∗∗(xi) =

dG∗∗(yi) = dG(vi) + 1, for i = {1, 2, . . . , n}. Here, vi ∈ V(G) and xi, yi ∈ V(G∗∗) are corre-

sponding clone vertices of vi. Hence

EM1(G
∗∗) = ∑

uv∈E(G∗∗)

(dG∗∗(u) + dG∗∗(v)− 2)2

= ∑
xiyj∈E(G∗∗)

(dG∗∗(xi) + dG∗∗(yj)− 2)2 + ∑
xjyi∈E(G∗∗)

(dG∗∗(xj) + dG∗∗(yi)− 2)2

+
n

∑
i=1

(dG∗∗(xi) + dG∗∗(yi)− 2)2 = 2 ∑
vivj∈E(G)

(dG(vi) + 1 + dG(vj) + 1 − 2)2

= 2 ∑
vivj∈E(G)

(dG(vi) + dG(vj))
2 = 2HM(G).



REFORMULATED ZAGREB INDICES OF GRAPHS 137

1.2 Thorn Graph

An edge e = uv of a graph G is called a thorn if either dG(u) = 1 or dG(v) = 1. The concept

of thorn graph was introduced by Gutman I. [8] by joining a number of thorn to each vertex of

any given graph G. Some of the topological indices of thorn graphs are studied in [13, 18, 19].

Let V(G) and V(GT) be the vertex sets of G and its thorn graph GT respectively. Let V(G) =

{v1, v2, . . . , vn} and VT(G) = V(G) ∪ V1 ∪ V2 ∪ . . . ∪ Vn, where Vi are the set of degree one

vertices attached to the vertices vi in GT and Vi ∪Vj = ϕ, i 6= j. Let the vertices of the set Vi are

denoted by vij for j = 1, 2, . . . , pi and i = 1, 2, . . . , n. Thus
∣

∣V(GT)
∣

∣ = n + z where, z =
n

∑
i=1

pi.

Then the degree of the vertices vi in GT are given by dGT (vi) = dG(vi) + pi, for i = 1, 2, . . . , n.

Now we compute the first reformulated Zagreb index of thorn of a given graph.

Theorem 3. Let G be a graph. Then

EM1(G
T) = HM(G) + ∑

vivj∈E(G)

(pi + pj − 2)2 + 2 ∑
vivj∈E(G)

(dG(vi) + dG(vj))(pi + pj − 2)

+
n

∑
i=1

pi

[

d2
G(vi) + (pi − 1)2 + 2dG(vi)(pi − 1)].

Proof. From the definition of reformulated first Zagreb index,

EM1(G
T) = ∑

vivj∈E(GT)

(dGT (vi) + dGT(vj)− 2)2

= ∑
vivj∈E(GT)

(dGT (vi) + dGT(vj)− 2)2 +
n

∑
i=1

pi

∑
j=1

(dGT (vi) + dGT(vj)− 2)2

= ∑
vivj∈E(G)

(dG(vi) + pi + dG(vj) + pj − 2)2 +
n

∑
i=1

pi

∑
j=1

(dG(vi) + pi + 1 − 2)2

= ∑
vivj∈E(G)

[

(dG(vi) + dG(vj))
2 + (pi + pj − 2)2

+ 2(dG(vi) + dG(vj))(pi + pj − 2)
]

+
n

∑
i=1

pi(dG(vi) + pi − 1)2

= HM(G) + ∑
vivj∈E(G)

(pi + pj − 2)2 + 2 ∑
vivj∈E(G)

(dG(vi) + dG(vj))(pi + pj − 2)

+
n

∑
i=1

pi

[

d2
G(vi) + (pi − 1)2 + 2dG(vi)(pi − 1)].

1.3 Subdivision Vertex Corona of Graphs

Let G1 and G2 be any two simple connected graphs with n1 and n2 number of vertices and

m1 and m2 number of edges respectively. The subdivision vertex corona of G1 and G2 is denoted

by G1 ◦ G2 and was introduced by Lu P. and Miao Y. [14]. The graph G1 ◦ G2 is obtained

from the subdivision graph S(G1) and n1 copies of G2, by joining the i-th vertex of V(G1) to

every vertex in the i-th copy of G2. Let V(G1) = {v1, v2, . . . , vn1}, I(G1) = {ve
1, ve

2, . . . , ve
m1
}
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and V(G2) = {u1, u2, . . . , un2}, so that V(S(G)) = V(G) ∪ I(G). Let ui
1, ui

2, . . . , ui
n2

denote the

vertices of the i-th copy of G2,i, i = 1, 2, . . . , n1, so that

V(G1 ◦ G2) = V(G1) ∪ I(G1) ∪ [V(G2,1) ∪ V(G2,2) ∪ . . . ∪ V(G2,n1
)].

Here we compute the first reformulated Zagreb index of Subdivision vertex corona of graphs.

Theorem 4. Let G1 and G2 be two graphs with n1, n2 and m1, m2 edges, respectively. Then

EM1(G1 ◦ G2) = n1HM(G2) + F(G1) + 3n2M1(G1) + n1M1(G2) + n2

[

2m1n2 + n1(n2 − 1)2
]

+ 8m1m2 + 4
[

m1(n2 − 1) + m2(n1 − 1)
]

.

Proof. The degree of the vertices of G1 ◦ G2 is given by dG1◦G2
(vi) = dG1

(vi) + n2 for i =

1, 2, . . . , n1, dG1◦G2
(ei) = 2 for i = 1, 2, . . . , m1, dG1◦G2

(ui
j) = dG2

(uj) + 1 for i = 1, 2, . . . , n1 and

j = 1, 2, . . . , n2. Let the vertex set of G1 ◦ G2 can be partitioned into three subsets E1 = {xy ∈

E(G1 ◦ G2)|x, y ∈ V(G2,i), i = 1, 2, . . . , n1}, E2 = {xy ∈ E(G1 ◦ G2)|x ∈ V(G1), y ∈ I(G1)}, and

E3 = {xy ∈ E(G1 ◦ G2)|x ∈ V(G1), y ∈ V(G2,i), i = 1, 2, . . . , n1}. The contribution of the edges

in E1 to the first reformulated Zagreb index of G1 ⊙ G2 is given by

EM1(G1 ⊙ G2) = ∑
xy∈E1

(dG1⊙G2
(x) + dG1⊙G2

(y)− 2)2

=
n1

∑
i=1

∑
uiuj∈E(G2)

(dG2
(ui) + 1 + dG2

(uj) + 1 − 2)2

=
n1

∑
i=1

∑
uiuj∈E(G2)

(dG2
(ui) + dG2

(uj))
2 = n1HM(G2).

Similarly, the contribution of the edges in E2 to the first reformulated Zagreb index of G1 ⊙ G2

is given by

EM1(G1 ⊙ G2) = ∑
xy∈E2

(dG1⊙G2
(x) + dG1⊙G2

(y)− 2)2 =
n

∑
i=1

(dG1
(vi) + n2 + 2 − 2)2dG1

(vi)

=
n

∑
i=1

[

d2
G1
(vi) + n2

2 + 2dG1
(vi)n2

]

dG1
(vi)

= F(G1) + 2n2M1(G1) + 2m1n2
2.

The contribution of the edges in E3 to the first reformulated Zagreb index of G1 ⊙ G2 is given

by

EM1(G1 ⊙ G2) =
n1

∑
i=1

n2

∑
j=1

(dG1
(vi) + n2 + dG2

(uj) + 1 − 2)2

=
n1

∑
i=1

n2

∑
j=1

(dG1
(vi) + dG2

(uj) + (n2 − 1))2

=
n1

∑
i=1

n2

∑
j=1

[

d2
G1
(vi) + d2

G2
(uj) + (n2 − 1)2 + 2dG1

(vi)dG2
(uj)

+ 2dG2
(uj)(n2 − 1) + 2dG1

(vi)(n2 − 1)
]

= n2M1(G1) + n1M1(G2)

+ n1n2(n2 − 1)2 + 8m1m2 + 4m2(n2 − 1) + 4m1(n2 − 1).

The desired expression for the first reformulated Zagreb index of G1 ⊙ G2 is obtained by sum-

ming the above three expressions.
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1.4 Some derived graphs

The subdivision graphS(G) is the graph obtained from G by replacing each edge of G by a

path of length two. The triangle parallel graph of a graph G is denoted by R(G) and is obtained

from G by replacing each edge of G by a triangle. Now we compute the first reformulated

Zagreb index of S(G) and R(G) for a given graph G.

Theorem 5. Let G be a graph. Then EM1(S(G)) = F(G).

Proof. Observe that V(S(G)) =
(

V(S(G)) ∩ V(G)
)

∪
(

V(S(G)) \ V(G)
)

, that is |V(S(G))| =

p + q and |E(S(G))| = 2q. Note that for x ∈ V(S(G)) ∩ V(G), dS(G)(x) = dG(x) and for

x ∈ V(S(G)) \ V(G), dS(G)(x) = 2. The first reformulated Zagreb index is given by

EM1(S(G)) = ∑
uv∈E(S(G))

(dS(G)(u) + dS(G)(v)− 2)2 = ∑
u∈V(S(G))

(dS(G)(u) + 2 − 2)2

= ∑
u∈V(G)

dG(u)(dG(u))
2 = F(G).

Theorem 6. Let G be a graph on m edges. Then

EM1(R(G)) = 4HM(G)− 8M1(G) + 4F(G) + 4m.

Proof. From the definition of R(G), we have

RM1(R(G)) = ∑
uv∈E(R(G))

(dR(G)(u) + dR(G)(v)− 2)2

= ∑
u,v∈V(G), uv∈E(R(G))

(dR(G)(u) + dR(G)(v)− 2)2

+ ∑
x∈V(G), y∈V(R(G))/V(G), xy∈E(R(G))

(dR(G)(x) + dR(G)(y)− 2)2

= ∑
uv∈E(G)

(2dG(u) + 2dG(v)− 2)2 + ∑
p∈V(G)

(2dG(p) + 2 − 2)2dG(p)

= ∑
uv∈E(G)

[(2dG(u) + 2dG(v))
2 + 4 − 4(2dG(u) + 2dG(v))] + ∑

p∈V(G)

4d3
G(p)

= 4HM(G)− 8M1(G) + 4F(G) + 4m.

1.5 Generalized transformation graphs

Sampathkumar E. and Chikkodimath S.B. [16] defined the semitotal-point graph of given

graph. Based on this definition, Gutman introduced some new graphical transformations.

These generalize the concept of a semitotal-point graph.

Let G = (V, E) be a graph, and let α, β be two elements of V(G) ∪ E(G). We say that the

associativity of α and β is + if they are adjacent or incident in G, otherwise is −. Let ab be a

2−permutation of the set {+,−}. We say that α and β correspond to the first term a of ab if

both α and β are in V(G), whereas α and β correspond to the second term b of ab if one of α

and β is in V(G) and the other is in E(G). The generalized transformation graph Gab of G is
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defined on the vertex set V(G) ∪ E(G). Two vertices α and β of Gab are joined by an edge if and

only if their associativity in G is consistent with the corresponding term of ab.

In view of above, one can obtain four graphical transformations of graphs, since there are

four distinct 2−permutations of {+−}. Note that G++ is just the semitotal-point graph T2(G)

of G, whereas the other generalized transformation graphs are G+−, G−+ and G−−. In other

words, the generalized transformation graph Gab is a graph whose vertex set is V(G) ∪ E(G),

and α, β ∈ V(Gab). α and β are adjacent in Gab if and only if either (i) and (ii) holds:

(i) for any α, β ∈ V(G), α, β are adjacent in G if a = + and; α, β are not adjacent in G if

a = −;

(ii) for any α ∈ V(G) and β ∈ E(G), α, β are incident in G if b = + and; α, β are not incident

in G if b = −.

The vertex vi of Gab corresponding to a vertex vi of G is referred to as a point vertex. The

vertex ei of Gab corresponding to an edge ei of G is referred to as a line vertex.

Theorem 7. Let G be a connected graph on n vertices and m edges. Then EM1(G
++) =

4HM(G)− 8M1(G) + 4F(G) + 4m.

Proof. One can observe that the number of vertices and edges of G++ are n + m and 2m, re-

spectively. dG++(vi) = 2dG(vi) and dG++(ei) = 2.

EM1(G
++) = ∑

uv∈E(G++)

(dG++(u) + dG++(v)− 2)2

= ∑
uv∈E(G++)∩E(G)

(dG++(u) + dG++(v)− 2)2

+ ∑
uv∈E(G++)−E(G)

(dG++(u) + dG++(v)− 2)2

= ∑
uv∈E(G)

(2dG(u) + 2dG(v)− 2)2 + ∑
uv∈E(G++)−E(G)

(2 + 2dG(v)− 2)2

= 4HM(G)− 8M1(G) + 4 ∑
v∈V(G)

d3
G(v) + 4m

= 4HM(G)− 8M1(G) + 4F(G) + 4m.

Theorem 8. Let G be a connected graph on n vertices and m edges. Then

EM1(G
+−) = 4m(m − 1)2 + (nm − 2m)(n + m − 4)2.

Proof. Note that |V(G+−)| = n + m and |E(G+−)| = m(n − 1). Moreover, dG++(vi) = m and

dG++(ei) = n − 2.

EM1(G
+−) = ∑

uv∈E(G+−)

(dG+−(u) + dG+−(v)− 2)2

= ∑
uv∈E(G+−)∩E(G)

(dG+−(u) + dG+−(v)− 2)2

+ ∑
uv∈E(G+−)−E(G)

(dG+−(u) + dG+−(v)− 2)2

= ∑
uv∈E(G)

(2m − 2)2 + ∑
uv∈E(G+−)−E(G)

(m + (n − 2)− 2)2

= m(2m − 2)2 + (m(n − 1)− m)(n + m − 4)2.



REFORMULATED ZAGREB INDICES OF GRAPHS 141

Theorem 9. Let G be a connected graph on n vertices and m edges. Then

EM1(G
−+) = 2n2(n(n − 1)− 2m) + 2m(n − 1)2.

Proof. Note that |V(G−+)| = n + m and |E(G−+)| = m + n(n−1)
2 . Moreover, dG−+(vi) = n − 1

and dG++(ei) = 2.

EM1(G
−+) = ∑

uv∈E(G−+)

(dG−+(u) + dG−+(v)− 2)2

= ∑
uv∈E(G−+)∩E(G)

(dG−+(u) + dG−+(v)− 2)2

+ ∑
uv∈E(G−+)−E(G)

(dG−+(u) + dG−+(v)− 2)2

= [
n(n − 1)

2
− m](2n)2 + (n − 1)2(

n(n − 1)

2
+ m −

n(n − 1)

2
+ m)

= 4n2(
n(n − 1)

2
− m) + 2m(n − 1)2.

Theorem 10. Let G be a connected graph on n vertices and m edges. Then

EM1(G
−−) = 4HM(G)− 8(n + m − 2)M1(G) + 2(n + m − 2)2(n2 − n − m)

+ (2n + m − 5)2m(n − 2) + 4 ∑
uv∈E(G−−)−E(G)

(

d2
G(v)− (2n + m − 5)dG(v)

)

.

Proof. Note that |V(G−−)| = p + q and |E(G−−)| =
p(p−1)

2 + q(p − 3). Moreover, dG−−(vi) =

p + q − 1 − 2dG(vi) and dG−−(ei) = p − 2.

EM1(G
−−) = ∑

uv∈E(G−−)

(dG−−(u) + dG−−(v)− 2)2 = ∑
uv∈E(G−−)∩E(G)

(dG−−(u) + dG−−(v)− 2)2

+ ∑
uv∈E(G−−)−E(G)

(dG−−(u) + dG−−(v)− 2)2

= ∑
uv∈E(G)

((n + m − 1)− 2dG(u) + (n + m − 1)− 2dG(v)− 2)2

+ ∑
uv∈E(G−−)−E(G)

(n − 2 + n + m − 1 − 2dG(v)− 2)2

= ∑
uv∈E(G)

(2(n + m − 1)− 2(dG(u) + dG(v))− 2)2

+ ∑
uv∈E(G−−)−E(G)

(2n + m − 5 − 2dG(v))
2

= ∑
uv∈E(G)

((2(n + m − 1)− 2)2 + 4(dG(u) + dG(v))
2

− 4(2(n + m − 1)− 2)(dG(u) + dG(v)))

+ ∑
uv∈E(G−−)−E(G)

((2n + m − 5)2 + 4d2
G(v)− 4(2n + m − 5)dG(v))

= 4HM(G)− 8(n + m − 2)M1(G) + 2(n + m − 2)2(n2 − n − m)

+ (2n + m − 5)2m(n − 2) + 4 ∑
uv∈E(G−−)−E(G)

(

d2
G(v)− (2n + m − 5)dG(v)

)

.
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1.6 Generalized Mycielskian graphs

Let G be a simple connected graph with n vertices and m edges, V(G) = {v1, v2, . . . , vn}.

For a graph G = (V, E), the Mycielskian of G is the graph µ(G) with the vertex set consisting

of the disjoint union V ∪ V′ ∪ {u}, where V′ = {x′|x ∈ V} and edge set E ∪ {x′y, xy′|xy ∈

E} ∪ {x′u|x′ ∈ V′}.

For a graph G = (V, E), the generalized Mycielskian, denoted by µk(G), of G is the graph

whose vertex set is the disjoint union V ∪ (
k
⋃

i=1
Vi)∪ {u}, where Vi = {xi|x ∈ V} is an indepen-

dent set, 1 ≤ i ≤ k, and edge set E(µk(G)) = E∪ {
k
⋃

i=1
{yi−1xi; xi−1yi|xy ∈ E}}

⋃

{xku|xk ∈ Vk},

where x0 = x and y0 = y.

The proof of the following lemma easily follows from the definition of the generalized

Mycielskian of G.

Lemma 1. Let G be a connected graph. Then

(i) |V(µk(G))| = (k + 1)n + 1;

(ii) |E(µk(G))| = (2k + 1)m + n;

(iii) If u0v0 ∈ E(G), then u0v0, uivi+1, ui+1vi ∈ E(µk(G)) for 0 ≤ i ≤ k − 1;

(iv) dµk(G)(v
i) = 2dG(v), 0 ≤ i ≤ k − 1;

(v) dµk(G)(v
k) = dG(v) + 1 for all v ∈ V(G);

(vi) dµk(G)(u) = n.

Here we obtain the first reformulated Zagreb index of µk(G).

Theorem 11. Let G be a connected graph with n vertices and m edges. Then

EM1(µk(G)) = 2(4k − 1)HM(G) + 6F(G)− (16k − 1)M1(G) + 4M2(G)

+ n(n − 1)2 + 2m(4k + 2n − 3).

Proof. By the definition of EM1, we have

EM1(µk(G)) = ∑
uv∈E(µk(G))

(

dµk(G)(u) + dµk(G)(v)− 2
)2

.

By Lemma 1, we get

EM1(µk(G)) = ∑
uv∈E(G)

(

2dG(u) + 2dG(v)− 2
)2

+ 2(k − 1) ∑
uv∈E(G)

(

2dG(u) + 2dG(v)− 2
)2

+ ∑
uv∈E(G)

(

2dG(u) + (dG(v) + 1)− 2
)2

+ ∑
uv∈E(G)

(

2dG(v) + (dG(u) + 1)− 2
)2

+ ∑
v∈V(G)

(

(dG(v) + 1) + n − 2
)2

= (2k − 1) ∑
uv∈E(G)

(

2dG(u) + 2dG(v)− 2
)2

+ ∑
uv∈E(G)

(

2dG(u) + dG(v)− 1
)2

+ ∑
uv∈E(G)

(

2dG(v) + dG(u)− 1
)2

+ ∑
v∈V(G)

(

dG(v) + n − 1
)2

= S1 + S2 + S3 + S4,
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where

S1 = (2k − 1) ∑
uv∈E(G)

(

2dG(u) + 2dG(v)− 2
)2

= 4(2k − 1) ∑
uv∈E(G)

(

(dG(u) + dG(v))
2 − 2(dG(u) + dG(v)) + 1

)

= (2k − 1)
(

4HM(G)− 8M1(G) + 4m
)

,

S2 = ∑
uv∈E(G)

(

2dG(u) + dG(v)− 1
)2

= ∑
uv∈E(G)

(

(dG(u) + dG(v))
2 + (dG(u))

2 + 2(dG(u) + dG(v))dG(u)

−2(dG(u) + dG(v))− 2dG(u) + 1
)

= HM(G) + 3 ∑
v∈V(G)

dG(v)(dG(v))
2 + 2M2(G)− 2M1(G)− 2 ∑

v∈V(G)

(dG(v))
2 + m

= HM(G) + 3F(G) + 2M2(G)− 4M1(G) + m.

Similarly,

S3 = ∑
uv∈E(G)

(

2dG(v) + dG(u)− 1
)2

= HM(G) + 3F(G) + 2M2(G)− 4M1(G) + m,

S4 = ∑
v∈V(G)

(

dG(v) + n − 1
)2

= ∑
v∈V(G)

(

(dG(v))
2 + 2(n1)dG(v) + (n − 1)2

)2

= M1(G) + n(n − 1)2 + 4(n − 1)m.

The desired expression for the first reformulated Zagreb index of µk(G) is obtained by sum-

ming S1 to S4.

REFERENCES
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[15] Milićević A., Nikolić S., Trinajstić N. On reformulated Zagreb indices. Mol. Divers. 2004, 8 (4), 93–399.

[16] Sampathkumar E., Chikkodimath S.B. Semitotal graphs of a graph-I. J. Karnatak Univ. Sci. 1973, 18, 274–280.

[17] Su G., Xiong L., Xu L., Ma B. On the maximum and minimum first reformulated Zagreb index of graphs with

connectivity at most k. Filomat 2011, 25 (4) 75–83. doi:10.2298/FIL1104075S

[18] Walikar H.B., Ramane H.S., Sindagi L., Shirakol S.S., Gutman I. Hosoya polynomial of thorn trees, rods, rings,

and stars. Kragujevac J. Sci. 2006, 28, 47–56.

[19] Zhou B. On modified Wiener indices of thorn trees. Kragujevac J. Math. 2005, 27, 5–9.
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Каладевi В., Муруґешан Р., Паттабiраман К. Першi перевизначенi iндекси Загреба для деяких класiв

графiв // Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 134–144.

Топологiчний iндекс графа — це параметр, пов’язаний з графом; вiн не залежить вiд мар-

кування або наочного зображення графа. Операцiї з графами вiдiграють важливу роль для

аналiзу структури i властивостей великого графа, що породжений вiд менших графiв. Iнде-

кси Загреба є важливими топологiчними показниками, якi знайшли застосування в вивченнi

кiлькiсної структури вiдносин власностi (QSPR) та кiлькiсної структури вiдносин активностi

(QSAR). Є рiзнi дослiдження окремих видiв iндексiв Загреба. Один з найважливiших iнде-

ксiв Загреба — це переформульований iндекс Загреба, який використовується в дослiдженнi

QSPR.

У статтi ми отримуємо значення перших переформульованих iндексiв Загреба деяких по-

хiдних графiв, таких як подвiйний граф, подовжений подвiйний граф, шиповий граф, напiв-

подiлений вершиний коронний граф, напiвподiлений граф та паралельний трикутний граф.

Крiм того обчислено першi переформульованi iндекси Загреба для двох важливих перетво-

рень графiв таких як граф узагальненого перетворення та узагальнений граф Мiцельскiяна.

Ключовi слова i фрази: iндекс Загреба, перевизначений iндекс Загреба, похiднi графи.
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LITOVCHENKO V.A.

PARABOLIC BY SHILOV SYSTEMS WITH VARIABLE COEFFICIENTS

Because of the parabolic instability of the Shilov systems to change their coefficients, the def-

inition parabolicity of Shilov for systems with time-dependent t coefficients, unlike the definition

parabolicity of Petrovsky, is formulated by imposing conditions on the matricant of corresponding

dual by Fourier system. For parabolic systems by Petrovsky with time-dependent coefficients, these

conditions are the property of a matricant, which follows directly from the definition of parabolicity.

In connection with this, the question of the wealth of the class Shilov systems with time-dependent

coefficients is important.

A new class of linear parabolic systems with partial derivatives to the first order by the time t

with time-dependent coefficients is considered in this work. It covers the class by Petrovsky sys-

tems with time-dependent younger coefficients. A main part of differential expression of each such

system is parabolic (by Shilov) expression with constant coefficients. The fundamental solution of

the Cauchy problem for systems of this class is constructed by the Fourier transform method. Also

proved their parabolicity by Shilov. Only the structure of the system and the conditions on the

eigenvalues of the matrix symbol were used. First of all, this class characterizes the wealth by Shilov

class of systems with time-dependents coefficients.

Also it is given a general method for investigating a fundamental solution of the Cauchy prob-

lem for Shilov parabolic systems with positive genus, which is the development of the well-known

method of Y.I. Zhitomirskii.

Key words and phrases: parabolic by Shilov system, fundamental solution, Cauchy problem.

Yuriy Fedkovych Chernivtsi National University, 2 Kotsjubynskyi str., 58012, Chernivtsi, Ukraine

E-mail: v.litovchenko@chnu.edu.ua

INTRODUCTION

In [1] G.E. Shilov formulated a new definition of parabolicity of systems of partial differen-

tial equations which generalizes the notion of parabolicity by I.G. Petrovsky [2] and leads to a

significant expansion of the Petrovsky class of systems appearance

∂tu(t; x) = P(t; i∂x)u(t; x), (t; x) ∈ Π(τ;T] := (τ; T]× R
n, τ ∈ [0; T). (1)

Here i is imaginary unit, u is unknown vector function of m dimension, P(t; i∂x) is matrix

differential expression of p ∈ N order with t time-dependent coefficients.

If coefficients of system (1) are constants and P(t; i∂x) ≡ P(i∂x), parabolicity by Shilov is

defined like parabolicity by Petrovsky: by imposing conditions on the real part of the charac-

teristic numbers λj(·) of matrix symbol P(σ), σ ∈ C
n, of differential expression of system (1):

exists h > 0, exists δ0 > 0 and exists δ1 ≥ 0 for all ξ ∈ R
n such that

max
j∈Nm

Reλj(ξ) ≤ −δ0‖ξ‖h + δ1. (2)

УДК 517.956.4
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146 LITOVCHENKO V.A.

Here h is index of parabolicity of system (1), 0 < h ≤ p; Nm := {1; 2; . . . ; m}, ‖ · ‖ := (·, ·)1/2,

(·, ·) is scalar product in Rn.

If the coefficients of system (1) depend on t (continuously), it has, unlike parabolicity by

Petrovsky, parabolicity by Shilov for this system with the index of parabolicity h means per-

formance for the matricant Θt
τ(·), 0 ≤ τ < t ≤ T, of corresponding dual by Fourier system

following estimate [3]:

|Θt
τ(ξ)| ≤ c(1 + ‖ξ‖γ)e−δ(t−τ)‖ξ‖h

, (t; ξ) ∈ Π(τ;T] (3)

(here γ := (p − h)(m − 1)). Let’s note that for parabolic by Petrovsky systems (1) condition (3)

is characteristic property which is a direct consequence of the relevant condition of parabolicity

of type (2). For parabolic systems (1) with dependent on t coefficients in the case of p 6= h it

is not possible to confirm this fact by means of classical theory of parabolic systems, generally

speaking, due to the parabolic instability of such systems to changing of their coefficients [4].

So the information about the richness of Shilov class of systems with coefficients dependent

on t, in particular about the examples of such systems which are not parabolic by Petrovsky is

important.

In this paper a new class of systems of partial differential equations whose coefficients

depend on t is defined; it is substantiated their parabolicity by Shilov and examples are given.

This class of systems characterizes the richness of Shilov class of systems with depend on t

coefficients. In addition, estimates of the derivatives of the fundamental solution of the Cauchy

problem (FSCP) are established for parabolic by Shilov systems with coefficients dependent on

t the genus of which is positive.

The study FSCP for Shilov-type parabolic systems with coefficients independent of t was

carried out in the papers [3, 5–7] and scalar parabolic equations by Shilov, whose coefficients

can depend on t was carried out in the papers [8–11].

1 PRELIMINARIES

Let Rn and Cn are respectively real and complex space of n dimension, R := R1, Zn
+ is

the set of all n -dimensional multi indices; |x + iy| := (x2 + y2)1/2, {x, y} ⊂ R, |(al j)
m
l,j=1| :=

max
{l,j}⊂Nm

|al j|; zl := zl1
1 . . . zln

n , |z|h+ := |z1|h + . . . + |zn|h, |z|+ := |z|1+, if z := (z1; . . . ; zn) ∈ Cn,

l := (l1; . . . ; ln) ∈ Zn
+ and h > 0.

We shall consider the system (1) with matrix differential expression

P(t; i∂x) =

(

∑
|k|+≤p

a
l j
k (t)i

|k|+∂k
x

)m

l,j=1

of p order coefficients a
l j
k (·) of which are continuous complex-valued functions on [0; T]. We

shall suppose that this system is parabolic by Shilov on the set Π(τ;T] with the index of parabol-

icity h, 0 < h ≤ p, consolidated order p0 and genus µ [3].

Let’s remind now that matricant Θt
τ(·) of appropriate dual by Fourier to (1) system has the

structure

Θt
τ(ξ) = E +

∞

∑
r=1

t
∫

τ

t1
∫

τ

. . .

tr−1
∫

τ

( r

∏
j=1

P
(

tj; ξ
)

)

dtr . . . dt2dt1. (4)
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Here E is the identity matrix of m order. Hence, it abides bound

|P(t; σ)| ≤ c(1 + ‖σ‖p), 0 ≤ t ≤ T, σ ∈ C
n,

we obtain that

|Θt
τ(σ)| ≤ c0eδ0(t−τ)‖σ‖p

, 0 ≤ t ≤ T, σ ∈ C
n (5)

(here c0 and δ0 are positive constants which are not dependent on τ, t and σ).

The exact order of exponential increase of matricant Θt
τ(·) in complex space C

n is called

the consolidated order p0 of the system (1). Always p ≥ p0 > 1 for parabolic systems [3].

The genus of parabolic by Shilov system we shall call the maximum rate µ such that in the

domain

Kµ = {ξ + iη ∈ C
n : ‖η‖ ≤ K(1 + ‖ξ‖)µ}

with some K > 0 for matricant the following estimate holds

|Θt
τ(ξ + iη)| ≤ c(1 + ‖ξ‖γ)e−δ(t−τ)‖ξ‖h

, 0 ≤ τ < t ≤ T. (6)

In [3] it is established that 1 − (p0 − h) ≤ µ ≤ 1.

2 ONE CLASS OF PARABOLIC SYSTEMS

Let’s consider the system of equations

∂tu(t; x) = {P0(i∂x) + P1(t; i∂x)}u(t; x), (t; x) ∈ Π(τ;T], τ ∈ [0; T), (7)

with p ∈ N order in which u := col(u1, . . . , um),

P0(i∂x) :=

(

∑
|k|+≤p

a
l j
k i|k|+∂k

x

)m

l,j=1

, P1(t; i∂x) :=

(

∑
|k|+≤p1

a
l j
k (t)i

|k|+∂k
x

)m

l,j=1

.

We shall assume that corresponding system

∂tu(t; x) = P0(i∂x)u(t; x), (t; x) ∈ Π(τ;T], (8)

on the set Π(τ;T] is parabolic by Shilov with constant coefficients and index of parabolicity h

and coefficients of differential expression P1(t; i∂x) are continuous complex-valued functions

defined on [0;T] with the values p, p1 and h satisfying condition

0 ≤ p1 + (p − h)(m − 1) < h. (A)

Examples of system (7) with condition (А).

I. Each parabolic by Petrovsky system (1) of p = 2b order, b ∈ N, with constant coefficients

of group of senior members and dependent continuously on t coefficients of group of younger

members is a system of kind (7) with condition (А). Because in this case p = h = 2b, p1 =

2b − 1 and respectively

0 < p1 + (p − h)(m − 1) = 2b − 1 < 2b = h.
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II. Let n = 1, m = 2, a > 0 i cj(·), j ∈ N5, are some continuous on [0;T] complex-valued

functions. Then the system

{

∂tu1 = {−a∂4
x + c1(t)∂

2
x}u1 + {∂5

x − ∂3
x + c2(t)∂x}u2,

∂tu2 = {(c3(t)− 1)∂3
x}u1 − {a∂4

x − c4(t)∂
3
x − c5(t)}u2,

is the system of kind (7) with condition (А). Indeed, putting

P0(i∂x) =

( −a∂4
x ∂5

x − ∂3
x

−∂3
x −a∂4

x

)

,

P1(t; i∂x) =

(

c1(t)∂
2
x c2(t)∂x

c3(t)∂
3
x c4(t)∂

3
x + c5(t)

)

and solving the appropriate equation

det(P0(σ)− λE) = 0, σ ∈ C
n,

we obtain that λ1,2(σ) = −aσ4 ± i
√

σ8 + σ6, p = 5, p1 = 3 i h = 4. For these values p, p1 and h,

obviously the condition (А) holds.

Theorem 1. Let (7) is system with continuous coefficients for which the condition (А) holds.

Then for matricant Θt
τ(·) of appropriate dual by Fourier system on the set Π(τ;T], τ ∈ [0; T),

the estimate (3) holds.

Proof. Let’s write down appropriate dual by Fourier system to (7):

∂tv(t; ξ) = {P0(ξ) + P1(t; ξ)}v(t; ξ), (t; ξ) ∈ Π(τ;T]. (9)

With the continuity of the coefficients matricant Θt
τ(·) is the only solution of the Cauchy prob-

lem for system (9) with the initial condition

v(t; ·) |t=τ= E. (10)

Then the following equality holds

∂tΘ
t
τ(ξ) = P0(ξ)Θ

t
τ(ξ) + Q(τ, t; ξ). (11)

Here Q(τ, t; ξ) := P1(t; ξ)Θt
τ(ξ). Solving the Cauchy problem (11), (10), we obtain such repre-

sentation:

Θt
τ(ξ) = e(t−τ)P0(ξ) +

t
∫

τ

e(t−β)P0(ξ)Q(τ, β; ξ)dβ, (t; ξ) ∈ Π(τ;T], τ ∈ [0; T).

Hence, it abides performance of estimate (3) for e(t−τ)P0(·) because e(t−τ)P0(·) is matricant dual

by Fourier system to (8) and inequality

|Q(τ, t; ξ)| ≤ c0(1 + ‖ξ‖p1)|Θt
τ(ξ)|, (t; ξ) ∈ Π(τ;T], τ ∈ [0; T)

(here positive constant c0 does not depend on τ, t i ξ), we get the estimate

|Θt
τ(ξ)| ≤ c(1 + ‖ξ‖γ)e−δ(t−τ)‖ξ‖h

+ c1(1 + ‖ξ‖γ)(1 + ‖ξ‖p1)

t
∫

τ

e−δ(t−β)‖ξ‖h|Θβ
τ(ξ)|dβ,
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from which we come to correlation

|Θt
τ(ξ)|eδ(t−τ)‖ξ‖h

(

1 + ‖ξ‖γ
) ≤ c + c1

(

1 + ‖ξ‖γ
)(

1 + ‖ξ‖p1
)

t
∫

τ

|Θβ
τ(ξ)|eδ(β−τ)‖ξ‖h

(

1 + ‖ξ‖γ
) dβ.

Using now Lemma of Gronwall [12] we obtain

|Θt
τ(ξ)| ≤ c

(

1 + ‖ξ‖γ
)

e−(t−τ)
(

δ‖ξ‖h−c1(1+‖ξ‖γ)(1+‖ξ‖p1)
)

, (t; ξ) ∈ Π(τ;T], τ ∈ [0; T).

From here considering the condition (А) we come to existence of positive constants c and δ

with which for all (t; ξ) ∈ Π(τ;T], τ ∈ [0; T), bound (3) holds. Theorem is proved.

Corollary 1. System (7) with condition (А) is parabolic by Shilov system with coefficients

dependent on t and index of parabolicity h.

3 PROPERTIES OF FSCP

Let (1) is parabolic by Shilov system with continuous on [0; T] coefficients. Solving this

system by Fourier transform we obtain a representation of the fundamental solution of its

Cauchy problem:

G(τ, t; ·) = F−1[Θt
τ(ξ)](τ, t; ·), 0 ≤ τ < t ≤ T

(here F−1[·] is inverse Fourier transform and Θt
τ(·) is appropriate matricant (4)).

The following statement holds.

Theorem 2. Let the system (1) is parabolic by Shilov with dependent continuously on t co-

efficients and positive genus µ. Then its FSCP on the set Rn for spatial variable is infinitely

differentiable function such that exists {c, B, δ} ⊂ (0;+∞) for all k ∈ Zn
+, τ ∈ [0; T), t ∈ (τ; T],

x ∈ R
n such that

|∂k
xG(τ, t; x)| ≤ c(t − τ)−

n+γ+|k|+
h B|k|+kk 1

h e
−δ
( ‖x‖
(t−τ)α

)
1

1−α

,

here α := µ/p0.

Proof. Let’s consider the matrix function

ϕk
τ,t(x) := (t − τ)

γ+|k|+
h xkΘt

τ(x), k ∈ Z
n
+, x ∈ R

n, 0 ≤ τ < t ≤ T,

which obviously continues in a complex space Cn to an entire analytic function at each fixed

k, t and τ.

Directly to the condition (3) we obtain that

|ϕk
τ,t(x)| ≤ c(t − τ)

γ+|k|+
h ‖x‖|k|+(1 + ‖x‖γ)e−δ(t−τ)‖x‖h

= c

(

((t − τ)‖x‖h)
|k|+

h (t − τ)
γ
h + ((t − τ)‖x‖h)

γ+|k|+
h

)

e−δ(t−τ)‖x‖h

≤ cT
γ
h

0

(

sup
ξ≥0

{

ξ
|k|+

h e−
δ
2 ξ
}

+ sup
ξ≥0

{

ξ
γ+|k|+

h e−
δ
2 ξ
}

)

e−
δ
2 (t−τ)‖x‖h

, where T0 = max{1, T}.
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Hence, taking the equality

sup
ξ≥0

{ξβe−δξ} =

(

β

eδ

)β

, β > 0, δ > 0, (12)

into account we come to existence of positive constants c1, B1 and δ1 such that for all x ∈
Rn, k ∈ Zn

+, τ ∈ [0; T) and t ∈ (τ; T] inequality

|ϕk
τ,t(x)| ≤ c1B

|k|+
1 kk 1

h e−δ1(t−τ)‖x‖h

holds. Similarly way due to the definition of genus µ of parabolic system (1) we come to such

an bound of matrix function ϕk
τ,t(·) in the relevant domain Kµ ⊂ C

n :

|ϕk
τ,t(x + iy)| ≤ c2B

|k|+
2 kk 1

h e−δ2(t−τ)‖x‖h
, k ∈ Z

n
+, 0 ≤ τ < t ≤ T (13)

(here positive constants c2, B2 and δ2 do not depend on k, x, y, τ and t). In addition, using the

estimate (5) and the equality (12) we obtain inequality

|ϕk
τ,t(z)| ≤ c3B

|k|+
3 kk 1

h eδ3(t−τ)‖z‖p0 , k ∈ Z
n
+, z ∈ C

n, 0 ≤ τ < t ≤ T, (14)

with an estimated constant not dependent on k, z, τ and t.

Note that when µ > 0 estimate (14) can be specified. Indeed, let z = x + iy ∈ C
n \ Kµ, then

inequality ‖y‖/K > ‖x‖µ holds. From here, the estimates ‖z‖p0 ≤ c(‖x‖p0 + ‖y‖p0), z ∈ C
n

and (14) taking into account that µ ≤ 1 for all z ∈ Cn \ Kµ, τ ∈ [0; T) and t ∈ (τ; T] we obtain

|ϕk
τ,t(z)| ≤ c3B

|k|+
3 kk 1

h e−δ2(t−τ)‖x‖h
e(t−τ)(δ3‖z‖p0+δ2‖x‖h)

≤ c4B
|k|+
3 kk 1

h e(t−τ)
(

δ0‖y‖
p0
µ −δ2‖x‖h

)

(here estimated constants also do not depend on k, z, τ and t). If we now consider estimate (13)

then we come to this statement: exists {c, B, δ1, δ2} ⊂ (0;+∞) for all z = x + iy ∈ Cn, k ∈ Zn
+,

τ ∈ [0; T) t ∈ (τ; T] such that

|ϕk
τ,t(z)| ≤ cB|k|+kk 1

h e(t−τ)
(

δ1‖y‖
p0
µ −δ2‖x‖h

)

. (15)

Further, according to Cauchy integral formula we have

∂
q
x ϕk

τ,t(x) =
n

∏
j=1

qj!

2πi

∫

ΓRj

ϕk
τ,t(σ)dσj

(σj − xj)
qj+1

, {k, q} ⊂ Z
n
+, x ∈ R

n, 0 ≤ τ < t ≤ T, (16)

here ΓRj
is circle of radius Rj with center in the point xj.

Let ΓR := ΓR1
× . . . × ΓRn . Let us denote σ∗ = ξ∗ + iη∗ is the point from ΓR such that

|ϕk
τ,t(σ

∗)| = max
σ∈ΓR

|ϕk
τ,t(σ)|.

Since the coordinates σ∗
j of the point σ∗ are in ΓRj

then the equality

(ξ∗j − xj)
2 + η∗2

j = R2
j , j ∈ Nn,
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holds and implies such correlations:

|ξ∗j − xj| ≤ Rj, |η∗
j | ≤ Rj, j ∈ Nn. (17)

Taking into consideration all above mentioned, estimations (15), inequality

n−1|x|r+ ≤ ‖x‖r ≤ nr/2|x|r+, r > 0, x ∈ R
n,

and (16) for µ > 0 we obtain for all Rj > 0, j ∈ Nn

|∂q
x ϕk

τ,t(x)| ≤ cB|k|+kk 1
h

n

∏
j=1

qj!

R
qj

j

e
(t−τ)(δ̂1R

p0/µ

j −δ̂2|ξ∗j |h) (18)

(here δ̂1 =: δ1n
p0
2µ and δ̂2 := δ2/n).

Let us take radiuses Rj such that the ratio e
(t−τ)δ̂1R

p0/µ

j /R
qj

j reaches a minimum. Then we

put

Rj =

(

qjµ

(t − τ)δ̂1 p0

)µ/p0

, j ∈ Nn.

Then bound (18) is reduced to

|∂q
x ϕk

τ,t(x)| ≤ cB|k|+((t − τ)ep0 δ̂1/µ
)µ|q|+/p0kk 1

h q
q(1− µ

p0
)
e−(t−τ)δ̂2|ξ∗|h+ . (19)

Next, let’s estimate the exponent e
−(t−τ)δ̂2|ξ∗j |h , j ∈ Nn.

If 2|ξ∗j | ≥ |xj| then we have

e
−(t−τ)δ̂2|ξ∗j |h ≤ e−(t−τ)δ̂2(|xj|/2)h

.

If |xj| > 2|ξ∗j | then according to (17) the following inequalities hold:

Rh
j ≥ |xj − ξ∗j |h ≥ ||xj | − |ξ∗j ||h = (|xj|h − |ξ∗j |h)

||xj | − |ξ∗j ||h

|xj |h − |ξ∗j |h

≥ (|xj|h − |ξ∗j |h)
∣

∣1 − |ξ∗j |/|xj |
∣

∣

h ≥ (|xj|h − |ξ∗j |h)/2h,

and

|xj|h − |ξ∗j |h ≤ (2Rj)
h.

Then −|ξ∗j |h = −|xj|h + (|xj|h − |ξ∗j |h) ≤ −|xj|h + (2Rj)
h and

e
−(t−τ)δ̂2|ξ∗j |h ≤ e

−(t−τ)δ̂2|xj|h+δ̂0(t−τ)Rh
j , δ̂0 := δ̂22h.

From here and the astimate (19), abides by that

(t − τ)Rh
j = (t − τ)1−µh/p0

(

qjµ

δ̂1 p0

)µh/p0

≤ T
1−µh/p0
0

(

qjµ

δ̂1 p0

)µh/p0

≡ cq
µh/p0

j ≤ cqj, j ∈ Nn.
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If µ > 0 we get the next statement: exists {c, A, B, δ} ⊂ (0;+∞) for all {k, q} ⊂ Zn
+, τ ∈ [0; T),

t ∈ (τ; T], x ∈ Rn such that

|∂q
x ϕk

τ,t(x)| ≤ c((t − τ)α A)|q|+B|k|+kk 1
h qq(1−α)e−(t−τ)δ|x|h+. (20)

Directly from the estimate (20) and the definition of matrix function ϕk
τ,t(·) and with the

equality

(ix)q∂k
xG(τ, t; x) = (−i)|k|+(2π)−n(t − τ)−

γ+|k|+
h

∫

Rn

∂
q
ξ ϕk

τ,t(ξ)e
−i(x,ξ)dξ,

we obtain that

|∂k
xG(τ, t; x)| ≤ c0(t − τ)−

n+γ+|k|+
h B|k|+kk 1

h ×
( n

∏
j=1

inf
qj

{

((t − τ)α A)qj q
qj(1−α)

j |xj|−qj
}

)

≤ c(t − τ)−
n+γ+|k|+

h B|k|+kk 1
h e

−δ
( ‖x‖
(t−τ)α

)
1

1−α

,

for all k ∈ Zn
+, x ∈ Rn and 0 ≤ τ < t ≤ T, while estimated constants c, B and δ do not depend

on t, τ, k and x. Theorem is proved.

4 CONCLUSIONS

Parabolic systems of Shilov type are parabolically unstable systems to a change in their co-

efficients, in contrast to Petrovsky’s parabolic systems. In this respect, information is important

about parabolic systems with variable coefficients that significantly extend the Petrovsky class

in the Shilov class and allow us to use the means of the classical theory of the Cauchy problem

for their investigation. The class of systems defined in this article is such. The presence of this

class, in particular, convinces that the class of Shilov vector equations with variable coefficients

is not exhausted by the class of Petrine systems with time-dependent coefficients, but is much

wider.

The obtained here estimates of the fundamental solution of the Cauchy problem for Shilov

parabolic systems with coefficients that depend on t important to establish the correct solv-

ability of the Cauchy problem in various functional spaces and, in the study of properties of

solutions to this problem.
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Лiтовченко В.А. Параболiчнi за Шиловим системи iз змiнними коефiцiєнтами // Карпатськi ма-

тем. публ. — 2017. — Т.9, №2. — C. 145–153.

Через параболiчну нестiйкiсть систем Шилова до змiни своїх коефiцiєнтiв, означення па-

раболiчностi за Шиловим для систем iз залежними вiд часу t коефiцiєнтами, на вiдмiну вiд

параболiчностi за Петровським, формулюється шляхом накладання умов на матрицант вiд-

повiдної двоїстої за Фур’є системи. Для параболiчних за Петровським систем iз залежними

вiд часу коефiцiєнтами цi умови є характерною властивiстю матрицанта, якi випливають без-

посередньо iз означення параболiчностi. У зв’язку з цим, набуває актуальностi питання про

багатство класу Шилова систем iз змiнними коефiцiєнтами.

У данiй роботi наведено новий клас лiнiйних параболiчних систем рiвнянь iз частинними

похiдними першого порядку за t iз залежними вiд часу коефiцiєнтами, який охоплює клас

Петровського систем iз молодшими коефiцiєнтами, залежними вiд t. Головна частина дифе-

ренцiального виразу кожної такої системи є параболiчним за Шиловим виразом iз сталими

коефiцiєнтами. Методом перетворення Фур’є побудовано фундаментальний розв’язок задачi

Кошi для систем цього класу та обгрунтовано їх параболiчнiсть за Шиловим. При цьому вико-

ристано лише структуру системи та умови на власнi числа її головного матричного символу.

Цей клас, перед усiм, характеризує багатство класу Шилова систем iз змiнними коефiцiєнтами

та невичерпнiсть його системами Петровського.

Також наведено загальний метод дослiдження фундаментального розв’язку задачi Кошi

для параболiчних за Шиловим систем, який є розвиненням вiдомого методу Я.I. Житомир-

ського.

Ключовi слова i фрази: параболiчна за Шиловим система, фундаментальний розв’язок, за-

дача Кошi.
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MULYAVA O.1 , TRUKHAN YU.2

ON MEROMORPHICALLY STARLIKE FUNCTIONS OF ORDER α AND TYPE β,

WHICH SATISFY SHAH’S DIFFERENTIAL EQUATION

According to M.L. Mogra, T.R. Reddy and O.P. Juneja an analytic in D0 = {z : 0 < |z| < 1}

function f (z) = 1
z + ∑

∞
n=1 fnzn is said to be meromorphically starlike of order α ∈ [0, 1) and type

β ∈ (0, 1] if |z f ′(z) + f (z)| < β|z f ′(z) + (2α − 1) f (z)|, z ∈ D0. Here we investigate conditions

on complex parameters β0, β1, γ0, γ1, γ2, under which the differential equation of S. Shah z2w′′ +

(β0z2 + β1z)w′ + (γ0z2 + γ1z + γ2)w = 0 has meromorphically starlike solutions of order α ∈ [0, 1)

and type β ∈ (0, 1]. Beside the main case n+ γ2 6= 0, n ≥ 1, cases γ2 = −1 and γ2 = −2 are consid-

ered. Also the possibility of the existence of the solutions of the form f (z) = 1
z + ∑

m
n=1 fnzn, m ≥ 2,

is studied. In addition we call an analytic in D0 function f (z) = 1
z + ∑

∞
n=1 fnzn meromorphically

convex of order α ∈ [0, 1) and type β ∈ (0, 1] if |z f ′′(z) + 2 f ′(z)| < β|z f ′′(z) + 2α f ′(z)|, z ∈ D0

and investigate sufficient conditions on parameters β0, β1, γ0, γ1, γ2 under which the differential

equation of S. Shah has meromorphically convex solutions of order α ∈ [0, 1) and type β ∈ (0, 1].

The same cases as for the meromorphically starlike solutions are considered.

Key words and phrases: meromorphically starlike function of order α and type β, meromorphically
convex function of order α and type β, Shah’s differential equation.
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INTRODUCTION AND PRELIMINARY LEMMAS

An analytic univalent in D = {z : |z| < 1} function

f (z) =
∞

∑
n=0

fnzn (1)

is said to be convex if f (D) is a convex domain. It is well known [2, p. 203] that the condition

Re {1 + z f ′′(z)/ f ′(z)} > 0 (z ∈ D) is necessary and sufficient for the convexity of f . By W.

Kaplan [4] a function f is said to be close-to-convex in D (see also [2, p. 583]) if there exists a

convex in D function Φ such that Re ( f ′(z)/Φ′(z)) > 0 (z ∈ D). A close-to-convex function f

has the characteristic property that the complement G to the domain f (D) can be filled with

rays L which go from ∂G and lie in G. Every close-to-convex in D function f is univalent in D

and, therefore, f ′(0) 6= 0. Hence it follows that a function f is close-to-convex in D if and only

if the function

g(z) = z +
∞

∑
n=2

gnzn (2)

УДК 517.925.44
2010 Mathematics Subject Classification: 30C45, 34M05.
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is close-to-convex in D, where gn = fn/ f1. We remark also, that a function defined by (2) is

said to be starlike in D, if g(D) is a starlike domain with respect to the origin. It is clear that

every starlike function is close-to-convex.

S.M. Shah [8] indicated conditions on real parameters β0, β1, γ0, γ1, γ2 of the differential

equation

z2w′′ + (β0z2 + β1z)w′ + (γ0z2 + γ1z + γ2)w = 0, (3)

under which there exists an entire transcendental solution given by (1) such that f and all its

derivatives are close-to-convex in D. In particular he obtained the following result: if β1 +γ2 =

0, −1 ≤ β0 < 0, β1 > 0, γ0 = 0 and −β1/2 < γ1 ≤ 0, then equation (3) has an entire

solution (2) such that all g(n) (n ≥ 0) are close-to-convex in D and ln Mg(r) = (1 + o(1))|β0|r

as r → +∞, where Mg(r) = max{|g(z)| : |z| = r}.

The investigations are continued in papers [9–14]. In particular in the case of complex

parameters β0, β1, γ0, γ1, γ2 in [13] it is proved that if γ0 = 0, β1 + γ2 = 0, β0 6= 0, |β1| < 2

and
2(|β1|+ |γ1|)

2 − |β1|
< ln 2 then equation (3) has an entire solution (2) such that all g(n) (n ≥ 0)

are starlike and, thus, close-to-convex in D and ln Mg(r) = (1 + o(1))|β0 |r as r → +∞. An

analog of this assertion for convex functions is obtained in [14], where it is proved that if γ0 =

0, β1 + γ2 = 0, β0 6= 0, |β1| < 2 and
2(|β1|+ |γ1|)

2 − |β1|
<

ln 2

2
then equation (3) has an entire

solution (2) such that all g(n) (n ≥ 0) are convex in D.

Let Σ be the class of functions defined by

f (z) =
1

z
+

∞

∑
n=1

fnzn, (4)

analytic in D0 = {z : 0 < |z| < 1}. A function f ∈ Σ is said ( [3,5]) to be meromorphically star-

like of order α ∈ [0, 1) if Re {−z f ′(z)/ f (z)} > α (z ∈ D0), and is said to be meromorphically

convex of order α ∈ [0, 1) if Re{−(1 + z f ′′(z))/ f ′(z)} > α (z ∈ D0).

Conditions on complex parameters β0, β1, γ0, γ1, γ2 under which Shah’s differential equa-

tion has meromorphically starlike and meromorphically convex solutions of order α ∈ [0, 1)

are investigated in [1] . It is known ( [1, 7]) that if

|z f ′(z) + f (z)| < |z f ′(z) + (2α − 1) f (z)| (5)

for all z ∈ D0 then the function f is meromorphically starlike of order α ∈ [0, 1).

By B. Uralegaddi [15] a function f ∈ Σ is meromorphically starlike of order β ∈ (0, 1] if

|z f ′(z) + f (z)| < β|z f ′(z)− f (z)|, z ∈ D0. (6)

Finally, combining (5) and (6), M.L. Mogra, T.R. Reddy and O.P. Juneja [6] called a function

f ∈ Σ meromorphically starlike of order α ∈ [0, 1) and type β ∈ (0, 1] if

|z f ′(z) + f (z)| < β|z f ′(z) + (2α − 1) f (z)|, z ∈ D0,

and proved the following lemma.

Lemma 1. If
∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn | ≤ 2β(1 − α), (7)

then the function defined by (4) is meromorphically starlike of order α ∈ [0, 1) and type β ∈

(0, 1].
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Here we investigate conditions on complex parameters β0, β1, γ0, γ1, γ2 such that equation

(3) has meromorphically starlike solutions of order α ∈ [0, 1) and type β ∈ (0, 1].

We need also the following lemma [1].

Lemma 2. A function defined by (4) is a solution of equation (3) if and only if

2 − β1 + γ2 = 0, −β0 + γ1 = 0, γ0 + 2(1 + γ2) f1 = 0, 3(2 + γ2) f2 + 2γ1 f1 = 0 (8)

and for n ≥ 3

(n + 1)(n + γ2) fn + nγ1 fn−1 + γ0 fn−2 = 0. (9)

1 MEROMORPHICALLY STARLIKE SOLUTIONS

We assume that

n + γ2 6= 0, n ≥ 1. (10)

Then equalities (8) and (9) yields that if γ0 = 0 then all fn = 0, that is, the condition (7) is

equivalent to the condition 0 ≤ β(1 − α). Therefore, the following statement is true ( [1]).

Proposition 1. If β1 = 2 + γ2, β0 = γ1, γ0 = 0 and condition (10) holds then differential

equation (3) has the solution f (z) = 1/z, which is meromorphically starlike of order α and

type β for each α ∈ [0, 1) and β ∈ (0, 1] .

Now we assume that γ0 6= 0. Then f1 = −
γ0

2(1 + γ2)
, f2 = −

2γ1

3(2 + γ2)
f1 and

fn = −
nγ1

(n + 1)(n + γ2)
fn−1 −

γ0

(n + 1)(n + γ2)
fn−2. Using these equalities and Lemma 1 we

prove the following theorem.

Theorem 1. Let α ∈ [0, 1) and β ∈ (0, 1]. If β1 = 2 + γ2, |γ2| < 1, β0 = γ1 then differential

equation (3) has a solution given by (4), which by the condition

(1 + βα)|γ0|

1 − |γ2|
≤ 2β(1 − α)

(

1 −
(3 + (1 + 2α)β)|γ1 |

3(1 + αβ)(2 − |γ2|)
−

(2 + β(1 + α))|γ0|

4(1 + αβ)(3 − |γ2|)

)

(11)

is meromorphically starlike of order α and type β.
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Proof. Since |γ2| < 1 then (10) holds and from the indicated above equalities for fj we obtain

∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn | = 2(1 + βα)| f1 |+ (3 + β(1 + 2α))| f2 |

+
∞

∑
n=3

((1 + β)n + β(2α − 1) + 1)

∣

∣

∣

∣

nγ1

(n + 1)(n + γ2)
fn−1 +

γ0

(n + 1)(n + γ2)
fn−2

∣

∣

∣

∣

≤ 2(1 + βα)| f1 |+ (3 + β(1 + 2α))| f2 |

+
∞

∑
n=3

n((1 + β)n + β(2α − 1) + 1)|γ1|

(n + 1)(n − |γ2|)
| fn−1|+

∞

∑
n=3

((1 + β)n + β(2α − 1) + 1)|γ0|

(n + 1)(n − |γ2|)
| fn−2|

= 2(1 + βα)| f1 |+ (3 + β(1 + 2α))| f2 |

+
∞

∑
n=2

(n + 1)((1 + β)(n + 1) + β(2α − 1) + 1)|γ1|

(n + 2)(n + 1 − |γ2|)
| fn|

+
∞

∑
n=1

((1 + β)(n + 2) + β(2α − 1) + 1)|γ0|

(n + 3)(n + 2 − |γ2|)
| fn |

= 2(1 + βα)| f1 |+ (3 + β(1 + 2α))| f2 | −
2(3 + β(1 + 2α))|γ1|

3(2 − |γ2|)
| f1|

+
∞

∑
n=1

(n + 1)(n + 2 + (n + 2α)β)|γ1 |

(n + 2)(n + 1 − |γ2|)
| fn|+

∞

∑
n=1

(n + 3 + β(n + 1 + 2α))|γ0|

(n + 3)(n + 2 − |γ2|)
| fn|,

whence
∞

∑
n=1

(

1 −
(n + 1)(n + 2 + (n + 2α)β)|γ1 |

(n + 1 + β(n − 1 + 2α))(n + 2)(n + 1 − |γ2|)

−
(n + 3 + β(n + 1 + 2α))|γ0|

(n + 3)(n + 1 + β(n − 1 + 2α))(n + 2 − |γ2|)

)

((1 + β)n + β(2α − 1) + 1)| fn |

≤ 2(1 + βα)| f1 |+
2(3 + β(1 + 2α))|γ1|

3(2 − |γ2|)
| f1| −

2(3 + β(1 + 2α))|γ1|

3(2 − |γ2|)
| f1|

= 2(1 + βα)| f1 | ≤
(1 + βα)|γ0|

1 − |γ2|
.

(12)

Since the sequences

(

(n + 2 + (n + 2α)β)

n + 1 + β(n − 1 + 2α)

)

and

(

n + 1

(n + 2)(n + 1 − |γ2|)

)

are decreasing

then
(n + 1)(n + 2 + (n + 2α)β)|γ1|

(n + 1 + β(n − 1 + 2α))(n + 2)(n + 1 − |γ2|)
≤

(3 + (1 + 2α)β)|γ1 |

3(1 + αβ)(2 − |γ2|)
, (13)

and by analogy

(n + 3 + β(n + 1 + 2α))|γ0|

(n + 3)(n + 1 + β(n − 1 + 2α))(n + 2 − |γ2|)
≤

(2 + β(1 + α))|γ0|

4(1 + αβ))(3 − |γ2|)
. (14)

Condition (11) implies the inequality

(3 + (1 + 2α)β)|γ1 |

3(1 + αβ)(2 − |γ2|)
+

(2 + β(1 + α))|γ0|

4(1 + αβ))(3 − |γ2|)
< 1.

Therefore, from (12) in view of (13) and (14) we have
(

1 −
(3 + (1 + 2α)β)|γ1 |

3(1 + αβ)(2 − |γ2|)
−

(2 + β(1 + α))|γ0|

4(1 + αβ))(3 − |γ2|)

)

∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn |

≤
(1 + βα)|γ0|

1 − |γ2|
,
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whence in view of (11) we obtain inequality (7). By Lemma 1 function (4) is meromorphically

starlike of order α and type β.

Now we consider the cases where the condition (10) does not hold. At first, we assume that

1 + γ2 = 0. Then in view of (8) γ0 = 0 and we can choose f1 6= 0, because if f1 = 0 then in

view of (8) f2 = 0, and in view of (9) all fn = 0 and we come to the case f (z) = 1/z, which we

considered above.

We assume that f1 = a2 6= 0 and γ1 = 0. Since 2 + γ2 6= 0, we have f2 = 0 and in view of

the equality γ0 = 0, all fn = 0 for n ≥ 2. Thus, the solution has the form f (z) = 1/z + a2z =

a(1/(az) + az) = 2aJ(az), where J is the function of Joukowsky. Therefore, using Lemma 1,

we get the following statement.

Proposition 2. If β1 = 1, γ2 = −1 and β0 = γ1 = γ0 = 0 then differential equation (3) has

the solution f (z) = J(az), which by the condition (1 + βα)|a|2 ≤ β(1 − α) is meromorphically

starlike of order α and type β.

If γ1 6= 0 then in view of the equality γ2 = −1 from (8) we have f2 = −2γ1 f1/3 and since

γ0 = 0, we obtain fn = −
nγ1

n2 − 1
fn−1 for n ≥ 3. Using the recurrent formula we prove the

following theorem.

Theorem 2. If β1 = 1, γ2 = −1, γ0 = 0, β0 = γ1 6= 0 then there exists a solution given by (4)

of differential equation (3), which by the condition

3 + β + 2αβ

3(1 + αβ)
|γ1| < 1 (15)

is meromorphically starlike of order α and type β.

Proof. Since, as above,

∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn | = 2(1 + βα)| f1 |

+
∞

∑
n=1

((1 + β)(n + 1) + β(2α − 1) + 1)

(1 + β)n + β(2α − 1) + 1

(n + 1)|γ1|

((n + 1)2 − 1)
((1 + β)n + β(2α − 1) + 1)| fn |

≤ 2(1 + βα)| f1 |+
∞

∑
n=1

3 + β + 2αβ

2(1 + αβ)

2|γ1|

3
((1 + β)n + β(2α − 1) + 1)| fn |,

then by the condition (15) we have

(

1 −
3 + β + 2αβ

3(1 + αβ)
|γ1|

) ∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn | ≤ 2(1 + βα)| f1 |.

Therefore, if

2(1 + βα)| f1 | ≤ 2β(1 − α)

(

1 −
3 + β + 2αβ

3(1 + αβ)
|γ1|

)

, (16)

then by Lemma 1 the function given by (4) is meromorphically starlike of order α and type β. In

view of the arbitrariness of f1 and the condition (15) we can choose f1 such that the condition

(16) holds.
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Now, let 2 + γ2 = 0. Then β1 = 0 and from (8) and (9) we obtain f1 = γ0/2, γ1 f1 = 0 and

fn = −
nγ1

(n + 1)(n − 2)
fn−1 −

γ0

(n + 1)(n − 2)
fn−2 for n ≥ 3. Hence it follows that either f1 = 0

or γ1 = 0, and f2 may be arbitrary number.

At first we suppose that f1 = 0. Then γ0 = 0 and for n ≥ 3

| fn | =
n|γ1|

(n + 1)(n − 2)
| fn−1| ≤

|γ1|

n − 2
| fn−1| ≤

|γ1|
2

(n − 2)(n − 3)
| fn−2| ≤ · · · ≤

|γ1|
n−2

(n − 2)!
| f2|.

Hence it follows that

∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn | ≤ (3 + β + 2αβ)| f2 |

+
∞

∑
n=3

((1 + β)n + β(2α − 1) + 1)
|γ1|

n−2

(n − 2)!
| f2| = K1(α, β, |γ1|)| f2 |

where K(α, β, |γ1|) = const > 0. Since f2 may be arbitrary the following proposition holds.

Proposition 3. If γ2 = −2, β1 = γ0 = 0, β0 = γ1 6= 0 then for each α ∈ [0, 1) and β ∈

(0, 1] there exists a solution given by (4) of differential equation (3), which is meromorphically

starlike of order α and type β.

Now, we assume that γ1 = 0. Then f1 = γ0/2, f2 may be arbitrary and

| fn| =
|γ0|

(n + 1)(n − 2)
| fn−2| for n ≥ 3.

Using these relations, we prove the following theorem.

Theorem 3. Let α ∈ [0, 1) and β ∈ (0, 1]. If γ2 = −2, β1 = β0 = γ1 = 0 then there exists a

solution given by (4) of differential equation (3), which by the condition

(1 + βα)|γ0| ≤ 2β(1 − α)

(

1 −
(2 + β(1 + α))|γ0|

4(1 + βα)

)

, (17)

is meromorphically starlike of order α and type β.

Proof. Since f2 may be arbitrary, we set f2 = 0. Then

∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn| = 2(1 + αβ)| f1 |+
∞

∑
n=3

((1 + β)n + β(2α − 1) + 1)|γ0|

(n + 1)(n − 2)
| fn−2|

= 2(1 + αβ)| f1 |+
∞

∑
n=1

((1 + β)(n + 2) + β(2α − 1) + 1)|γ0|

n(n + 3)
| fn|

and, thus,

∞

∑
n=1

(

1 −
((1 + β)(n + 2) + β(2α − 1) + 1)|γ0|

((1 + β)n + β(2α − 1) + 1)n(n + 3)

)

((1 + β)n + β(2α − 1) + 1)| fn|

≤ 2(1 + αβ)| f1 |.

But
((1 + β)(n + 2) + β(2α − 1) + 1)|γ0|

((1 + β)n + β(2α − 1) + 1)n(n + 3)
≤

(2 + β(1 + α))|γ0|

4(1 + αβ)
.
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Therefore,
(

1 −
(2 + β(1 + α))|γ0|

4(1 + αβ)

) ∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)| fn | ≤ (1 + αβ)|γ0|,

whence in view of (17) we obtain (7), and by Lemma 1 function (4) is meromorphically starlike

of order α and type β.

Finally, we consider the case, where equation (3) has a solution of the form

f (z) =
1

z
+

m

∑
n=1

fnzn, m ≥ 2, (18)

where fm 6= 0. Equality (9) yields that

(m + 2)(m + 1 + γ2) fm+1 + mγ1 fm + γ0 fm−1 = 0 and

(m + 3)(m + 2 + γ2) fm+2 + (m + 1)γ1 fm+1 + γ0 fm = 0.

Since fm+2 = fm+1 = 0 and fm 6= 0, the second equality implies the equality γ0 = 0 and

consequently the first equality implies the equality γ1 = 0. Therefore, in view of (8) and (9)

(n + 1)(n + γ2) fn = 0 for all n ≥ 1. Since fm 6= 0, so m + γ2 = 0. Thus n + γ2 6= 0 for all n 6= m

and, therefore, fn = 0, except fm, which may be arbitrary. Hence it follows that the solution

given by (18) is possible only if m + γ2 = 0 and is of the form

f (z) =
1

z
+ fmzm, (19)

where fm is an arbitrary number. (It is easy to verify directly that the function (19) is a solution

of equation (3) if and only if β0 = γ0 = γ1 = 2 − β1 + γ2 = m + γ2 = 0.)

For each α ∈ [0, 1) and β ∈ (0, 1] we choose fm such that ((1 + β)m + β(2α − 1) + 1)| fm| ≤

2β(1 − α). Then the function (19) is meromorphically starlike of order α and type β.

2 MEROMORPHICALLY CONVEX SOLUTIONS

We call a function f ∈ Σ meromorphically convex of order α ∈ [0, 1) and type β ∈ (0, 1] if

|z f ′′(z) + 2 f ′(z)| < β|z f ′′(z) + 2α f ′(z)|, z ∈ D0.

Clearly, f is meromorphically convex of order α and type β if and only if ϕ(z) = −z f ′(z) is

meromorphically starlike of order α and type β. Since ϕ(z) = 1
z −

∞

∑
n=1

n fnzn, by Lemma 1 the

condition
∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)n| fn | ≤ 2β(1 − α), (20)

is sufficient in order that f is meromorphically convex of order α ∈ [0, 1) and type β ∈ (0, 1].

Therefore, using Lemma 2 we can prove analogues of Theorems 1 - 3.

Theorem 4. Let α ∈ [0, 1) and β ∈ (0, 1]. If β1 = 2 + γ2, |γ2| < 1, β0 = γ1 then differential

equation (3) has a solution given by (4), which by the condition

(1 + βα)|γ0|

1 − |γ2|
≤ 2β(1 − α)

(

1 −
2(3 + (1 + 2α)β)|γ1 |

3(1 + αβ))(2 − |γ2|)
−

3(2 + β(1 + α))|γ0|

4(1 + αβ))(3 − |γ2|)

)

(21)

is meromorphically convex of order α and type β.
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Proof. As in the proof of Theorem 1 we have

∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)n| fn | = 2(1 + βα)| f1 |+ (3 + β(1 + 2α))2| f2 |

+
∞

∑
n=3

((1 + β)n + β(2α − 1) + 1)

∣

∣

∣

∣

n2γ1(n − 1) fn−1

(n − 1)(n + 1)(n + γ2)
+

nγ0(n − 2) fn−2

(n − 2)(n + 1)(n + γ2)

∣

∣

∣

∣

≤ 2(1 + βα)| f1 |+ 2(3 + β(1 + 2α))| f2 |

+
∞

∑
n=2

(n + 1)2((1 + β)(n + 1) + β(2α − 1) + 1)|γ1|

n(n + 2)(n + 1 − |γ2|)
n| fn|

+
∞

∑
n=1

(n + 2)((1 + β)(n + 2) + β(2α − 1) + 1)|γ0|

n(n + 3)(n + 2 − |γ2|)
n| fn |

= 2(1 + βα)| f1 |+ 2(3 + β(1 + 2α))| f2 | −
4(3 + β(1 + 2α))|γ1|

3(2 − |γ2|)
| f1|

+
∞

∑
n=1

(n + 1)2(n + 2 + (n + 2α)β)|γ1 |

n(n + 2)(n + 1 − |γ2|)
n| fn|+

∞

∑
n=1

(n + 2)(n + 3 + β(n + 1 + 2α))|γ0|

n(n + 3)(n + 2 − |γ2|)
n| fn |,

whence as above
(

1 −
2(3 + (1 + 2α)β)|γ1 |

3(1 + αβ)(2 − |γ2|)
−

3(2 + β(1 + α))|γ0|

4(1 + αβ)(3 − |γ2|)

) ∞

∑
n=1

((1 + β)n + β(2α − 1) + 1)n| fn |

≤
(1 + βα)|γ0|

1 − |γ2|

and in view of (21) we obtain (20). Therefore, the function defined by (4) is meromorphically

convex of order α and type β.

The following theorems can be proved by analogy.

Theorem 5. If β1 = 1, γ2 = −1, γ0 = 0, β0 = γ1 6= 0 then there exists a solution given by (4)

of differential equation (3), which by the condition

2(3 + β + 2αβ)

3(1 + αβ)
|γ1| < 1

is meromorphically convex of order α and type β.

Theorem 6. Let α ∈ [0, 1) and β ∈ (0, 1]. If γ2 = −2 and β1 = β0 = γ1 = 0 then there exists a

solution given by (4) of differential equation (3), which by the condition

(1 + βα)|γ0| ≤ 2β(1 − α)

(

1 −
3(2 + β(1 + α))|γ0|

4(1 + βα)

)

is meromorphically convex of order α and type β.
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Мулява О., Трухан Ю. Про мероморфно зiрковi функцiї порядку α i типу β, що задовольняють

диференцiйне рiвняння Шаха // Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 154–162.

Згiдно з М.Л. Могра, Т.Р. Реддi та О.П. Жюнея аналiтична в D0 = {z : 0 < |z| < 1} функцiя

f (z) = 1
z + ∑

∞
n=1 fnzn називається мероморфно зiрковою порядку α ∈ [0, 1) i типу β ∈ (0, 1],

якщо |z f ′(z) + f (z)| < β|z f ′(z) + (2α − 1) f (z)|, z ∈ D0. Тут дослiджено умови на комплекснi

параметри β0, β1, γ0, γ1, γ2, за яких диференцiйне рiвняння С. Шаха z2w′′ + (β0z2 + β1z)w′ +

(γ0z2 + γ1z + γ2)w = 0 має мероморфно зiрковi розв’язки порядку α ∈ [0, 1) i типу β ∈ (0, 1].

Окрiм основного випадку n + γ2 6= 0, n ≥ 1, розглядаються випадки γ2 = −1 i γ2 = −2. Також

вивчено можливiсть iснування розв’язкiв вигляду f (z) = 1
z + ∑

m
n=1 fnzn, m ≥ 2. Крiм того,

ми називаємо аналiтичну в D0 функцiю f (z) = 1
z + ∑

∞
n=1 fnzn мероморфно опуклою порядку

α ∈ [0, 1) i типу β ∈ (0, 1], якщо |z f ′′(z) + 2 f ′(z)| < β|z f ′′(z) + 2α f ′(z)|, z ∈ D0, i дослiджуємо

достатнi умови на параметри β0, β1, γ0, γ1, γ2, за яких диференцiйне рiвняння С. Шаха має

мероморфно опуклi розв’язки порядку α ∈ [0, 1) i типу β ∈ (0, 1]. Розглядаються тi ж випадки,

що i для мероморфно зiркових розв’язкiв.

Ключовi слова i фрази: мероморфно зiркова функцiя порядку α та типу β, мероморфно

опукла функцiя порядку α та типу β, диференцiйне рiвняння Шаха.
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PRAJISHA E., SHAINI P.

FG-COUPLED FIXED POINT THEOREMS IN CONE METRIC SPACES

The concept of FG-coupled fixed point introduced recently is a generalization of coupled fixed
point introduced by Guo and Lakshmikantham. A point (x, y) ∈ X × X is said to be a coupled fixed
point of the mapping F : X × X → X if F(x, y) = x and F(y, x) = y, where X is a non empty set. In
this paper, we introduce FG-coupled fixed point in cone metric spaces for the mappings F : X×Y →

X and G : Y × X → Y and establish some FG-coupled fixed point theorems for various mappings
such as contraction type mappings, Kannan type mappings and Chatterjea type mappings. All the
theorems assure the uniqueness of FG-coupled fixed point. Our results generalize several results in
literature, mainly the coupled fixed point theorems established by Sabetghadam et al. for various
contraction type mappings. An example is provided to substantiate the main theorem.

Key words and phrases: FG-coupled fixed point, cone metric space, contraction type mappings.

Department of Mathematics, Central University of Kerala, Kasaragod, Kerala 671314, India
E-mail: prajisha1991@gmail.com (Prajisha E.), shainipv@gmail.com (Shaini P.)

1 INTRODUCTION

The classical Banach contraction theorem is proved to be one of the most fruitful and
durable results in metric fixed point theory. Due to its enormous applications, several au-
thors have studied and made very many generalizations of Banach contraction principle. In
2004 A.C.M. Ran and M.C.B. Reurings [1] proved an analogue of Banach contraction principle
in partially ordered metric spaces and used the theorem to solve matrix equations. Following
this, J.J. Nieto and R.R. Lopez [5, 6] established several fixed point theorems in partially or-
dered metric spaces and obtained applications to periodic boundary value problems. As an
extension of fixed point, a new concept called coupled fixed point is introduced by D. Guo
and V. Lakshmikantham [2]. They investigated some coupled fixed point theorems of mixed
monotone operator, and applied their results to solve initial value problem of ordinary differ-
ential equations with discontinuous right hand sides. Using the notion of coupled fixed points
they explored the existence and uniqueness of fixed point of non-monotone operator. Later
T.G. Bhaskar and V. Lakshmikantham [13] established existence and uniqueness theorems
of coupled fixed point for mixed monotone mappings defined on partially ordered complete
metric spaces satisfying contraction type condition and applied their result to solve periodic
boundary value problems. After the work of Gnana Bhaskar and Lakshmikantham, in 2009 V.
Lakshmikantham and L. Ciric [14] introduced a new mapping called mixed g-monotone map-
ping. Using this, they proved coupled coincidence and coupled common fixed point theorems

УДК 515.124
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The first author would like to thank Kerala State Council for Science, Technology and Environment for the finan-
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which generalize the results of Gnana Bhaskar and Lakshmikantham. In 2007 L.G. Huang
and X. Zhang [8] introduced a metric called cone metric by replacing the real line by a real
Banach space equipped with a partial ordering with respect to the cone. They proved some
fixed point theorems for contraction mappings defined on cone metric spaces. Following them
several authors have proved various fixed point theorems in cone metric spaces [10–12]. Later
in 2009 F. Sabetghadam et al. [4] introduced the concept of coupled fixed point in cone metric
spaces, and proved several coupled fixed point theorems for different contraction type map-
pings. In 2011 M.O. Olatinwo [9] proved coupled fixed point theorems by considering two
different cone metrics on the same ambient space. Recently E. Prajisha and P. Shaini [3] in-
troduced a concept called FG-coupled fixed point in partially ordered metric spaces which is
a generalization of coupled fixed point. They established some FG-coupled fixed point theo-
rems, in which F and G satisfy different contraction type conditions. Subsequently, K. Deepa
and P. Shaini [7] proved several FG-coupled fixed point theorems for various contractive and
generalized quasi-contractive mappings.

In this paper we define FG-coupled fixed point in cone metric spaces and prove FG-coupled
fixed point theorems for different contraction type mappings on complete cone metric spaces.
Let us give some useful definitions.

Definition 1. A cone P is a subset of real Banach space E such that:

(i) P is closed, nonempty and P 6= {0};

(ii) if a, b are non-negative real numbers and x, y ∈ P, then ax + by ∈ P;

(iii) P ∩ (−P) = {0}.

For a given cone P ⊆ E, the partial ordering ≤ with respect to P is defined by x ≤ y if and
only if y − x ∈ P. The notation x ≪ y stands for y − x ∈ intP where intP denotes the interior
of P. Also we will use x < y to indicate that x ≤ y and x 6= y. The cone P is called normal if
there is a number M > 0 such that for all x, y ∈ E, 0 ≤ x ≤ y implies that ‖ x ‖ ≤ M ‖ y ‖.
The least positive number satisfying the above is called the normal constant of P. The cone P

is called regular if every increasing (decreasing) sequence which is bounded above (below) is
convergent. It is known that every regular cone is normal.

Definition 2 ([8]). Let X be a non empty set and let E be a real Banach space equipped with the
partial ordering ≤ with respect to the cone P ⊆ E. Suppose that the mapping d : X × X → E

satisfies the following conditions:

(i) 0 ≤ d(x, y) for all x, y ∈ X and d(x, y) = 0 if and only if x = y;

(ii) d(x, y) = d(y, x) for all x, y ∈ X;

(iii) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X.

Then d is called a cone metric on X and the pair (X, d) is called a cone metric space.

Definition 3 ([8]). Let (X, d) be a cone metric space, x ∈ X and {xn} a sequence in X. Then

(i) {xn} converges to x whenever for every c ∈ E with 0 ≪ c there is a natural number N

such that d(xn, x) ≪ c for all n ≥ N. We denote this by limn→∞ xn = x or xn → x;
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(ii) {xn} is a Cauchy sequence whenever for every c ∈ E with 0 ≪ c there is a natural
number N such that d(xn, xm) ≪ c for all n, m ≥ N.

A cone metric space (X, d) is said to be complete if every Cauchy sequence is convergent.

Definition 4 ( [4]). Let (X, d) be a cone metric space and F : X × X → X be a mapping. An
element (x, y) ∈ X × X is said to be coupled fixed point of F if F(x, y) = x and F(y, x) = y.

Definition 5 ([3]). Let F : X × Y → X and G : Y × X → Y be two mappings, then for
n ≥ 1, Fn(x, y) = F(Fn−1(x, y), Gn−1(y, x)) and Gn(y, x) = G(Gn−1(y, x), Fn−1(x, y)) where
F0(x, y) = x and G0(y, x) = y for all x ∈ X and y ∈ Y.

In the next section we define FG-coupled fixed point on cone metric spaces and prove
existence and uniqueness theorems of FG-coupled fixed point for different contraction type
mappings. We consider dX : X × X → E and dY : Y × Y → E, where E is a real Banach space
equipped with the partial ordering ≤ with respect to the cone P ⊆ E with intP 6= ∅.

2 MAIN RESULTS

Three main theorems on FG-coupled fixed point are investigated in this section. We define
FG-coupled fixed point in cone metric spaces as follows:

Definition 6. Let (X, dX) and (Y, dY) are cone metric spaces and F : X × Y → X and G :
Y × X → Y are two mappings. An element (x, y) ∈ X × Y is said to be an FG-coupled fixed
point if F(x, y) = x and G(y, x) = y.

Theorem 1. Let (X, dX) and (Y, dY) be two complete cone metric spaces. Suppose that the
mappings F : X × Y → X and G : Y × X → Y satisfy the following conditions for all x, u ∈

X, y, v ∈ Y :
dX(F(x, y), F(u, v)) ≤ k dX(x, u) + l dY(y, v), (1)

dY(G(y, x), G(v, u)) ≤ k dY(y, v) + l dX(x, u), (2)

where k, l are non negative constants with k + l < 1. Then there exist a unique FG-coupled
fixed point.

Proof. Take x0 ∈ X and y0 ∈ Y. Construct sequences {xn} and {yn} by defining xn+1 =

F(xn, yn) = Fn+1(x0, y0) and yn+1 = G(yn , xn) = Gn+1(y0, x0) for n ≥ 0.
We have,

dX(xn+1, xn) = dX(F(xn, yn), F(xn−1, yn−1)) ≤ k dX(xn, xn−1) + l dY(yn, yn−1),

and
dY(yn+1, yn) = dY(G(yn , xn), G(yn−1, xn−1))

≤ k dY(yn, yn−1) + l dX(xn, xn−1).

By adding the above inequalities we get dn ≤ (k + l) dn−1, where

dn = dX(xn+1, xn) + dY(yn+1, yn).
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Continuing this process we get dn ≤ θ dn−1 ≤ θ2 dn−2 · · · ≤ θn d0, where θ = k + l < 1. If
d0 = 0 then (x0, y0) is an FG-coupled fixed point. If d0 6= 0, then we have d0 > 0.

We have for m > n, dX(xn, xm) ≤ dX(xn, xn+1) + dX(xn+1, xn+2) + · · ·+ dX(xm−1, xm) and
dY(yn, ym) ≤ dY(yn, yn+1) + dY(yn+1, yn+2) + · · ·+ dY(ym−1, ym)

ie, dX(xn, xm) + dY(yn, ym) ≤ dn + dn+1 + · · ·+ dm−1

≤ θn d0 + θn+1 d0 + · · ·+ θm−1 d0 ≤
θn

1 − θ
d0

Now, for 0 ≪ c there exist r > 0 such that y ≪ c for ‖ y ‖< r. Choose a positive integer Nc

such that for all n ≥ Nc, ‖
θn

1 − θ
d0 ‖< r, which implies

θn

1 − θ
d0 ≪ c, for n ≥ Nc.

Thus dX(xn, xm) + dY(yn, ym) ≪ c, for m > n ≥ Nc. Since dX(xn, xm) ≤ dX(xn, xm) +

dY(yn, ym) and dY(yn, ym) ≤ dX(xn, xm) + dY(yn, ym), {xn} and {yn} are Cauchy sequences in
X and Y respectively. By the completeness of X and Y there exist (x, y) ∈ X × Y such that

limn→∞ xn = x and limn→∞ yn = y. ie, for all 0 ≪ c there exist N′ such that dX(xn, x) ≪
c

2
for

all n ≥ N′ and there exist N′′ such that dY(yn, y) ≪
c

2
for all n ≥ N′′. Take N = max{N′, N′′}.

We have

dX(F(x, y), x) ≤ dX(F(x, y), xN+1) + dX(xN+1, x) = dX(F(x, y), F(xN , yN)) + dX(xN+1, x)

≤ k dX(x, xN) + l dY(y, yN) + dX(xN+1, x) ≪ k
c

2
+ l

c

2
+

c

2
< c

Thus F(x, y) = x. Similarly we get G(y, x) = y.
Now we prove the uniqueness of FG-coupled fixed point. Let (x, y) 6= (x′, y′) ∈ X ×Y such

that F(x′, y′) = x′ and G(y′, x′) = y′. Then we have,

dX(x, x′) = dX(F(x, y), F(x′ , y′)) ≤ k dX(x, x′) + l dY(y, y′) and

dY(y, y′) = dY(G(y, x), G(y′ , x′)) ≤ k dY(y, y′) + l dX(x, x′)

ie, dX(x, x′) + dY(y, y′) ≤ (k + l) [dX(x, x′) + dY(y, y′)] < dX(x, x′) + dY(y, y′).

This is not possible. So x = x′ and y = y′. Hence the proof.

Example 1. Let X = [0, ∞) and Y = (−∞, 0]. Let E = C1
R

with ‖ x ‖=‖ x ‖∞ + ‖ x
′
‖∞ and

P = {x ∈ E : x(t) ≥ 0, t ∈ [0, 1]}. Define cone metric d : X × X → E by d(x, y) = |x − y|ϕ

where ϕ : [0, 1] → R such that ϕ(t) = et: see [15] Consider the mappings F : X × Y → X and

G : Y × X → Y defined as F(x, y) =
x − 4y

6
and G(y, x) =

y − 4x

6
. Clearly F and G satisfy all

the conditions given in Theorem 1, and it is easy to see that (0, 0) is a unique FG-coupled fixed
point.

Corollary 1 ( [4, Theorem 2.2]). Let (X, d) be a complete cone metric space. Suppose that the
mapping F : X × X → X satisfies the following contractive condition for all x, y, u, v ∈ X:

d(F(x, y), F(u, v)) ≤ k d(x, u) + l d(y, v), (3)

where k and l are non negative constants with k + l < 1. Then F has a unique coupled fixed
point.
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Corollary 2 ( [4, Corollary 2.3]). Let (X, d) be a complete cone metric space. Suppose that the
mapping F : X × X → X satisfies the following contractive condition for all x, y, u, v ∈ X:

d(F(x, y), F(u, v)) ≤
k

2
[d(x, u) + d(y, v)], (4)

where k ∈ [0, 1). Then F has a unique coupled fixed point.

Theorem 2. Let (X, dX) and (Y, dY) be two complete cone metric spaces. Suppose that the
mappings F : X × Y → X and G : Y × X → Y satisfy the following condition for all x, u ∈

X, y, v ∈ Y:
dX(F(x, y), F(u, v)) ≤ k dX(F(x, y), x) + l dX(F(u, v), u), (5)

dY(G(y, x), G(v, u)) ≤ k dY(G(y, x), y) + l dY(G(v, u), v), (6)

where k, l are non negative constants with k + l < 1. Then there exist a unique FG-coupled
fixed point.

Proof. As in the proof of previous theorem construct sequences {xn} and {yn} defined by
xn+1 = F(xn, yn) = Fn+1(x0, y0), yn+1 = G(yn, xn) = Gn+1(y0, x0) for n ≥ 0. Then we have

dX(xn+1, xn) = dX(F(xn, yn), F(xn−1, yn−1)) ≤ k dX(F(xn, yn), xn) + l dX(F(xn−1, yn−1), xn−1)

= k dX(xn+1, xn) + l dX(xn, xn−1).

Therefore dX(xn+1, xn) ≤
l

1 − k
dX(xn, xn−1). Similarly dY(yn+1, yn) ≤

l

1 − k
dY(yn, yn−1).

Repeating this process we get, dX(xn+1, xn) ≤ δn dX(x1, x0) and dY(yn+1, yn) ≤ δn dY(y1, y0),

where δ =
l

1 − k
.

If x1 = x0 and y1 = y0, then the result follows. Otherwise for m > n consider,

dX(xn, xm) ≤ dX(xn, xn+1) + dX(xn+1, xn+2) + · · ·+ dX(xm−1, xm)

≤ δn dX(x1, x0) + δn+1 dX(x1, x0) + · · ·+ δm−1 dX(x1, x0)

≤
δn

1 − δ
dX(x1, x0).

This implies that {xn} is a Cauchy sequence in X. Similarly we can prove that {yn} is a Cauchy
sequence in Y. Now by the completeness of the spaces X and Y, there exist (x, y) ∈ X × Y

such that limn→∞ xn = x and limn→∞ yn = y. Hence for all 0 ≪ c there exist N′ such that

dX(xn, x) ≪
(1 − k) c

3
for all n ≥ N′ and there exist N′′ such that dY(yn, y) ≪

(1 − k) c

3
for all

n ≥ N′′.
Therefor we have

dX(F(x, y), x) ≤ dX(F(x, y), xN′+1) + dX(xN′+1, x) = dX(F(x, y), F(xN′ , yN′)) + dX(xN′+1, x)

≤ k dX(F(x, y), x) + l dX(F(xN′ , yN′), xN′) + dX(xN′+1, x)

≤ k dX(F(x, y), x) + l [dX(xN′+1, x) + dX(x, xN′)] + dX(xN′+1, x).

Thus

dX(F(x, y), x) ≤
l + 1

1 − k
dX(xN′+1, x) +

l

1 − k
dX(xN′ , x) ≪

(l + 1) c

3
+

l c

3
< c.
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Hence we have F(x, y) = x. Similarly, G(y, x) = y. If (x′, y′) is another FG-coupled fixed point,
then we have

dX(x, x′) = dX(F(x, y), F(x′ , y′)) ≤ k dX(F(x, y), x) + l dX(F(x′, y′), x′)

= k dX(x, x) + l dX(x′, x′) = 0.

Thus x = x′. Similarly y = y′. Hence the proof.

Corollary 3 ( [4, Theorem 2.5]). Let (X, d) be a complete cone metric space. Suppose that the
mapping F : X × X → X satisfies the following contractive condition for all x, y, u, v ∈ X:

d(F(x, y), F(u, v)) ≤ k d(F(x, y), x) + l d(F(u, v), u), (7)

where k and l are non negative constants with k + l < 1. Then F has a unique coupled fixed
point.

Corollary 4 ( [4, Corollary 2.7]). Let (X, d) be a complete cone metric space. Suppose that the
mapping F : X × X → X satisfies the following contractive condition for all x, y, u, v ∈ X:

d(F(x, y), F(u, v)) ≤
k

2
[d(F(x, y), x) + d(F(u, v), u)], (8)

where k ∈ [0, 1). Then F has a unique coupled fixed point.

Theorem 3. Let (X, dX) and (Y, dY) be two complete cone metric spaces. Suppose that the
mappings F : X × Y → X and G : Y × X → Y satisfy the following conditions for all x, u ∈

X, y, v ∈ Y:
dX(F(x, y), F(u, v)) ≤ k dX(F(x, y), u) + l dX(F(u, v), x) (9)

dY(G(y, x), G(v, u)) ≤ k dY(G(y, x), v) + l dY(G(v, u), y), (10)

where k, l ∈ [0, 1
2). Then there exist a unique FG-coupled fixed point.

Proof. By defining xn+1 = F(xn, yn) and yn+1 = G(yn, xn) as in the above theorems, we con-
struct sequences {xn} and {yn}. Now we have,

dX(xn+1, xn) = dX(F(xn, yn), F(xn−1, yn−1)) ≤ k dX(F(xn, yn), xn−1) + l dX(F(xn−1, yn−1), xn)

= k dX(xn+1, xn−1) + l dX(xn, xn) ≤ k [dX(xn+1, xn) + dX(xn, xn−1)].

Thus dX(xn+1, xn) ≤
k

1 − k
dX(xn, xn−1). Similarly dY(yn+1, yn) ≤

k

1 − k
dY(yn, yn−1). Repeat-

ing this way we get
dX(xn+1, xn) ≤ δn dX(x1, x0)

and
dY(yn+1, yn) ≤ δn dY(y1, y0), where δ =

k

1 − k
.

In the similar lines of Theorem 2 see that the sequences {xn} and {yn} are Cauchy sequences
in X and Y respectively. Since (X, dX) and (Y, dY) are complete, there exist (x, y) ∈ X × Y

such that limn→∞ xn = x and limn→∞ yn = y. Hence for all 0 ≪ c there exist N′ such that

dX(xn, x) ≪
(1 − k) c

2
for all n ≥ N′ and there exist N′′ such that dY(yn, y) ≪

(1 − k) c

2
for all

n ≥ N′′.
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Thus we have

dX(F(x, y), x) ≤ dX(F(x, y), xN′+1) + dX(xN′+1, x)

= dX(F(x, y), F(xN′ , yN′)) + dX(xN′+1, x)

≤ k dX(F(x, y), xN′ ) + l dX(F(xN′ , yN′), x) + dX(xN′+1, x)

≤ k [dX(F(x, y), x) + dX(x, xN′)] + l dX(xN′+1, x) + dX(xN′+1, x)

ie, dX(F(x, y), x) ≤
k

1 − k
dX(xN′ , x) +

l + 1

1 − k
dX(xN′+1, x) ≪

k c

2
+

(l + 1) c

2
< c.

Hence we get F(x, y) = x. Similarly G(y, x) = y. If (x, y) 6= (x′, y′) is another FG-coupled
fixed point, then we have

dX(x, x′) = dX(F(x, y), F(x′ , y′)) ≤ k dX(F(x, y), x′) + l dX(F(x′, y′), x)

= k dX(x, x′) + l dX(x′, x) = (k + l) dX(x′, x) < dX(x′, x).

This is not possible. Thus x = x′. Similarly y = y′. Hence the proof.

Corollary 5 ( [4, Theorem 2.6]). Let (X, d) be a complete cone metric space. Suppose that the
mapping F : X × X → X satisfies the following contractive condition for all x, y, u, v ∈ X:

d(F(x, y), F(u, v)) ≤ k d(F(x, y), u) + l d(F(u, v), x), (11)

where k and l are non negative constants with k + l < 1. Then F has a unique coupled fixed
point.

Corollary 6 ( [4, Corollary 2.8]). Let (X, d) be a complete cone metric space. Suppose that the
mapping F : X × X → X satisfies the following contractive condition for all x, y, u, v ∈ X:

d(F(x, y), F(u, v)) ≤
k

2
[d(F(x, y), u) + d(F(u, v), x)], (12)

where k ∈ [0, 1). Then F has a unique coupled fixed point.

Remark 1. If F = G and X = Y in Theorems 1, 2 and 3, then we get Corollaries 1, 3 and 5
respectively. In addition to this, if k and l are equal in Theorems 1, 2 and 3 then we get the
corollaries 2, 4 and 6 respectively.
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[15] Kadelburg Z., Pavlović M., Radenović S. Common fixed point theorems for ordered contractions and quasicontrac-

tions in ordered cone metric spaces. Comput. Math. Appl. 2010, 59 (9), 3148–3159.

Received 23.06.2016

Revised 09.11.2017

Праджiша Е., Шаiнi П. Теореми про FG-спарену фiксовану точку в конiчних метричних просторах

// Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 163–170.

Концепцiя FG-спареної фiксованої точки, яка введена недавно, є узагальненням спареної
фiксованої точки, що введена Ґуо i Лакшмiкантамом. Точка (x, y) ∈ X × X називається спа-
реною фiксованою точкою вiдображення F : X × X → X якщо F(x, y) = x i F(y, x) = y, де
X непорожня множина. У цiй статтi ми вводимо FG-спарену фiксовану точку у конiчних ме-
тричних просторах для вiдображень F : X × Y → X i G : Y × X → Y та встановлюємо деякi
теореми про FG-спарену фiксовану точку для рiзних вiдображень, як от вiдображення сти-
скуючого типу, вiдображення типу Канана та Чатержi. Усi цi теореми стосуються єдиностi
FG-спареної фiксованої точки. Нашi результати узагальнють кiлька результатiв, в основному
результати Сабетхадама та iн., про теореми про спарену фiксовану точку для рiзних типiв
стискуючих вiдображень. Також наведено приклад для того, щоб проiлюструвати основну
теорему.

Ключовi слова i фрази: FG-спарена фiксована точка, конiчний метричний простiр, вiдобра-
ження стисткуючого типу.
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SOME FIXED POINT RESULTS IN COMPLETE GENERALIZED METRIC SPACES

The Banach contraction principle is the important result, that has many applications. Some

authors were interested in this principle in various metric spaces. Branciari A. initiated the notion

of the generalized metric space as a generalization of a metric space by replacing the triangle in-

equality by more general inequality, d(x, y) ≤ d(x, u) + d(u, v) + d(v, y) for all pairwise distinct

points x, y, u, v of X. As such, any metric space is a generalized metric space but the converse is not

true. He proved the Banach fixed point theorem in such a space. Some authors proved different

types of fixed point theorems by extending the Banach’s result. Wardowski D. introduced a new

contraction which generalizes the Banach contraction. Using a mapping F : R+ → R he introduced

a new type of contraction called F-contraction and proved a new fixed point theorem concerning

F-contraction.

In this paper, we have dealt with F-contraction and F-weak contraction in complete generalized

metric spaces. We prove some results for F-contraction and F-weak contraction and we establish

the existence and uniqueness of fixed point for F-contraction and F-weak contraction in complete

generalized metric spaces. Some examples are supplied in order to support the usability of our

results. The obtained result is an extension and a generalization of many existing results in the

literature.

Key words and phrases: F-contraction, F-weak contraction, generalized metric space.
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INTRODUCTION AND PRELIMINARIES

The Banach contraction principle is the simplest result in fixed point theory [4]. This prin-

ciple has many applications and was extended by several authors (see [5–10, 12, 14–17, 19, 20]).

Some authors gave the fundamental linear contractive conditions and the fundamental non-

linear contractive conditions by using the notion of F-contraction, and proved fixed point the-

orems which generalize Banach contraction principle.

Due to the nature of mathematics science, there have been many attempts to generalize

the metric setting by modifying some of the axioms of metric spaces. Thus, several other

types of spaces have been introduced and a lot of metric results have been extended to new

settings. One of the interesting generalizations of the notion of metric space was introduced

by Branciari A. Later, most of the authors dealing with such spaces made some additional

requirements in order to deduce their results (see [1–3]).

In this paper, we prove fixed point theorems for F-contraction and F-weak contraction in

complete generalized metric spaces. We also present uniqueness of the fixed point.
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Definition 1 ( [13]). Let X be a nonempty set and d : X × X → [0, ∞) a mapping such that for

all x, y ∈ X and all distinct points u, v ∈ X, each distinct from x and y:

(i) d(x, y) = 0 ⇔ x = y,

(ii) d(x, y) = d(y, x),

(iii) d(x, y) ≤ d(x, u) + d(u, v) + d(v, y) (quadrilateral inequality).

Then X is called a generalized metric space.

The concepts of convergence, Cauchy sequence, completeness, and continuity on a gener-

alized metric space are defined below.

Definition 2 ([1]). Let (X, d) be a generalized metric space.

(i) A sequence {xn} is called convergent to x ∈ X if and only if d(xn, x) → 0 as n → ∞. In

this case, we use the notation xn → x.

(ii) A sequence {xn} is called Cauchy if and only if for each ε > 0, there exists a natural

number N(ε) such that d(xn, xm) < ε for all n > m > N(ε).

(iii) A generalized metric space (X, d) is called complete if every Cauchy sequence is con-

vergent in X.

(iv) A mapping T : (X, d) → (X, d) is continuous if for any sequence {xn} in X such that

d(xn, x) → 0 as n → ∞, we have d(Txn , Tx) → 0 as n → ∞.

Lemma 1 ( [11]). Let (X, d) be a generalized metric space and let {xn} be a Cauchy sequence

in X such that xm 6= xn whenever m 6= n. Then the sequence {xn} can converge to at most one

point.

Lemma 2 ( [11]). Let (X, d) be a generalized metric space and let {xn} be a sequence in X

which is both Cauchy and convergent. Then the limit x of {xn} is unique. Moreover, if z ∈ X

is arbitrary, then lim
n→∞

d(xn, z) = d(x, z).

Theorem 1 ([13]). Let (X, d) be a complete generalized metric space and suppose the mapping

f : X → X satisfies d( f (x), f (y)) ≤ kd(x, y) for all x, y ∈ X and fixed k ∈ (0, 1). Then f has a

unique fixed point x∗ and lim
n→∞

f n(x) = x∗ for each x ∈ X.

Definition 3 ([18]). Let F be the family of all functions F : (0,+∞) −→ R such that:

(F1) F is strictly increasing, that is, for all α, β ∈ (0,+∞) if α < β then F(α) < F(β);

(F2) for each sequence {αn} of positive numbers, the following holds: lim
n→∞

αn = 0 if and only

if lim
n→∞

F(αn) = −∞;

(F3) there exists k ∈ (0, 1) such that lim
α→0+

αkF(α) = 0.

Definition 4 ( [18]). Let (X, d) be a metric space. A map T : X → X is said to be an F-contrac-

tion on (X, d) if there exist F ∈ F and τ > 0 such that for all x, y ∈ X

from d(Tx, Ty) > 0 follows that τ + F(d(Tx, Ty)) ≤ F(d(x, y)). (1)

Theorem 2 ([18]). Let (X, d) be a complete metric space and let T : X → X be an F-contraction.

Then

(1) T has a unique fixed point x∗;

(2) for all x ∈ X the sequence {Tnx} is convergent to x∗.

Remark 1 ([18]). Let T be an F-contraction. Then d(Tx, Ty) < d(x, y) for all x, y ∈ X such that

Tx 6= Ty. Also, T is a continuous map.
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1 THE MAIN RESULTS

In this paper, we prove fixed point theorems for F-contraction and F-weak contraction in

complete generalized metric spaces. We also present uniqueness of the fixed point.

Theorem 3. Let (X, d) be a complete generalized metric space and T : X → X be an F-

contraction. If F is continuous, then

(1) T has a unique fixed point x∗ ∈ X;

(2) for all x ∈ X, the sequence {Tnx} is convergent to x∗.

Proof. Let x0 ∈ X be an arbitrary point. By induction, we easily construct a sequence {xn}

such that

xn+1 = Txn = Tn+1x0 for all n ∈ N. (2)

If there exists n ∈ N, xn = xn+1, the proof is complete. So, we assume that xn 6= xn+1 for

all n ∈ N.

Step 1. We shall prove that

lim
n→∞

d(xn, xn+1) = 0.

Substituting x = xn−1 and y = xn in (1), we obtain

τ + F(d(Txn−1, Txn)) ≤ F(d(xn−1, xn)),

i.e., F(d(Txn−1, Txn)) ≤ F(d(xn−1, xn))− τ. Repeating this process, we get

F(d(Txn−1, Txn)) ≤ F(d(xn−1, xn))− τ = F(d(Txn−2, Txn−1))− τ

≤ F(d(xn−2, xn−1))− 2τ = F(d(Txn−3, Txn−2))− 2τ

≤ F(d(xn−3, xn−2))− 3τ ≤ F(d(x0, x1))− nτ.

(3)

From (3), we obtain lim
n→∞

F(d(Txn−1, Txn)) = −∞, which together with (F2) and Definition 3

gives lim
n→∞

d(Txn−1, Txn) = 0, which implies that

lim
n→∞

d(xn, xn+1) = 0. (4)

Step 2. We will prove that lim
n→∞

d(xn, xn+2) = 0. By (1), we have

F(d(Txn−1, Txn+1)) ≤ F(d(xn−1, xn+1))− τ = F(d(Txn−2, Txn))− τ

≤ F(d(xn−2, xn))− 2τ = F(d(Txn−3, Txn−1))− 2τ

≤ F(d(xn−3, xn−1))− 3τ ≤ F(d(x0, x2))− nτ.

(5)

From (5) we obtain lim
n→∞

F(d(Txn−1, Txn+1)) = −∞, which together with (F2) and Definition 3

gives lim
n→∞

d(Txn−1, Txn+1) = 0, which implies that,

lim
n→∞

d(xn, xn+2) = 0. (6)

Step 3. We will prove that xn 6= xm for all m 6= n. We argue by contradiction. Suppose that

xn = xm for some m, n ∈ N with m 6= n. Since d(xp, xp+1) > 0, for each p ∈ N, without loss of

generality, we may assume that m > n + 1. Consider now
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F(d(xn, xn+1)) = F(d(xn , Txn)) = F(d(xm, Txm)) = F(d(Txm−1, Txm))

≤ F(d(xm−1, xm))− τ ≤ F(d(xn+1, xn))− (m − n)τ.

It is a contradiction.

Step 4. We will show that in this case {xn} is a Cauchy sequence. Suppose to the contrary.

Then, there is an ε > 0 such that for an integer k, there exist natural numbers m(k) > n(k) > k

such that

d(xn(k), xm(k)) > ε. (7)

For every integer k let m(k) be the least positive integer exceeding n(k) satisfying (7), we get

d(xn(k), xm(k)−1) ≤ ε. (8)

Now, using (7), (8) and the quadrilateral inequality, we find that

ε < d(xm(k), xn(k)) ≤ d(xm(k), xm(k)−2) + d(xm(k)−2, xm(k)−1) + d(xm(k)−1, xn(k))

≤ d(xm(k), xm(k)−2) + d(xm(k)−2, xm(k)−1) + ε.

Then, by (4) and (6), it follows that

lim
k→∞

d(xn(k), xm(k)) = ε. (9)

Applying (1) with x = xm(k)−1 and y = xn(k)−1, we have

F(d(xm(k), xn(k))) = F(d(Txm(k)−1, Txn(k)−1)) ≤ F(d(xm(k)−1, xn(k)−1))− τ.

If k → ∞ in the above inequality and using (9) we obtainF(ε) ≤ F(ε)− τ.

This contradiction shows that {xn} is a Cauchy sequence. (X, d) is complete, there exists

x∗ ∈ X such that

lim
n→∞

d(xn, x∗) = 0. (10)

Since T is continuous, we obtain from (10) that

lim
n→∞

d(xn+1, Tx∗) = lim
n→∞

d(Txn, Tx∗) = 0.

That is lim
n→∞

xn+1 = Tx∗. Taking into account Lemma 2 we conclude that Tx∗ = x∗. That is x∗

is a fixed point of T. Now, let us to show that T has at most one fixed point. Indeed if x,y ∈ X

be two distinct fixed points of T, that is, Tx = x 6= y = Ty. Therefore d(Tx, Ty) = d(x, y) > 0,

then we get

F(d(x, y)) = F(d(Tx, Ty)) < τ + F(d(Tx, Ty)) ≤ F(d(x, y)),

which is a contradiction. Therefore, the fixed point is unique.

Definition 5. Let (X, d) be a generalized metric space. A map T : X → X is said to be an

F-weak contraction on (X, d) if there exist F ∈ F and τ > 0 such that for all x, y ∈ X

d(Tx, Ty) > 0 =⇒ τ + F(d(Tx, Ty)) ≤ F(max{d(x, y), d(x, Tx), d(y, Ty)}). (11)

Remark 2. Every F-contraction is an F-weak contraction on (X, d). But the converse is not

true.
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Example 1. Let X = A ∪ B, where A = {1, 2, 3, 4}, B = [5, 6]. Define the generalized metric d

on X as follows:

d(x, y) = 0, x = y and x, y ∈ A,

d(1, 2) = d(3, 4) = 2, d(1, 3) = d(2, 3) = 1, d(1, 4) = d(2, 4) = 5,

d(x, y) = |x − y| , for x ∈ A, y ∈ B or x ∈ B, y ∈ A or x, y ∈ B.

It is easy to show that (X, d) is a complete generalized metric space, but (X, d) is not a metric

space because d does not satisfy the triangle inequality for all x, y, z ∈ X. Indeed,

5 = d(1, 4) > d(1, 3) + d(3, 4) = 1 + 2 = 3.

Let T : X → X be given by

Tx =

{

3 i f x ∈ A,

1 i f x ∈ B.

Since T is not continuous, T is not F-contraction by Remark 1. For x ∈ A and y ∈ B, we have

d(Tx, Ty) = d(3, 1) = 1 > 0

and max{d(x, y), d(x, Tx), d(y, Ty)} ≥ 4. Therefore, by choosing Fα = ln α, α ∈ (0,+∞) and

τ = ln 3, we see that T is F -weak contraction.

Theorem 4. Let (X, d) be a complete generalized metric space and T : X → X be an F-weak

contraction. If T or F is continuous, then

(1) T has a unique fixed point x∗ ∈ X;

(2) for all x ∈ X, the sequence {Tnx} is convergent to x∗.

Proof. Let x0 ∈ X be an arbitrary point. By induction, we easily construct a sequence {xn}

such that

xn+1 = Txn = Tn+1x0 for all n ∈ N.

If there exists n ∈ N, xn = xn+1, the proof is complete. So, we assume that xn 6= xn+1 for

all n ∈ N.

Step 1. We will prove that

lim
n→∞

d(xn+1, xn) = 0.

Substituting x = xn−1 and y = xn in (11), we obtain

F(d(xn+1, xn)) = F(d(Txn , Txn−1))

≤ F(max{d(xn, xn−1), d(xn, Txn), d(xn−1, Txn−1)})− τ

= F(max{d(xn, xn−1), d(xn, xn+1), d(xn−1, xn)})− τ

= F(max{d(xn, xn−1), d(xn, xn+1)})− τ.

(12)

If there exists n ∈ N such that max{d(xn , xn−1), d(xn, xn+1)} = d(xn, xn+1), from (12) becomes

F(d(xn+1, xn)) ≤ F(d(xn+1, xn))− τ < F(d(xn+1, xn)).

It is a contradiction. Therefore,

max{d(xn, xn−1), d(xn, xn+1)} = d(xn, xn−1) (13)
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for all n ∈ N. That is from (F1), (12) and (13), we get

d(xn, xn+1) < d(xn, xn−1). (14)

Thus, from (12), we have F(d(xn+1, xn)) ≤ F(d(xn, xn−1))− τ for all n ∈ N. It implies that

F(d(xn+1, xn)) ≤ F(d(x1, x0))− nτ (15)

for all n ∈ N. Taking the limit as n → ∞ in (15), we get lim
n→∞

F(d(xn+1, xn)) = −∞ that together

with (F2) gives

lim
n→∞

d(xn+1, xn) = 0. (16)

Step 2. We will prove that

lim
n→∞

d(xn, xn+2) = 0. (17)

By (11), we have

F(d(xn , xn+2)) = F(d(Txn−1, Txn+1))

≤ F(max{d(xn−1, xn+1), d(xn−1, Txn−1), d(xn+1, Txn+1)})− τ

= F(max{d(xn−1, xn+1), d(xn−1, xn), d(xn+1, xn+2)})− τ.

(18)

By (14) and from (F2), we have

max{d(xn−1, xn+1), d(xn−1, xn), d(xn+1, xn+2)} = max{d(xn−1, xn+1), d(xn−1, xn)}.

Take an = d(xn, xn+2) and bn = d(xn, xn+1). Thus, from (18)

F(an) = F(d(xn, xn+2)) = F(d(Txn−1, Txn+1))

≤ F(max{d(xn−1, xn+1), d(xn−1, Txn−1), d(xn+1, Txn+1)})− τ

= F(max{an−1, bn−1)})− τ.

(19)

Again, by (14) bn ≤ bn−1 ≤ max{an−1, bn−1}. Therefore max{an, bn} ≤ max{an−1, bn−1},

for all n ∈ N. Then the sequence {max{an, bn}} is monotone nonincreasing, so it converges to

some t ≥ 0. Assume that t > 0. Now, by (16)

lim
n→∞

sup an = lim
n→∞

sup max{an, bn} = lim
n→∞

max{an, bn} = t.

Taking n → ∞ in (19), since F is continuous,

F(t) = lim
n→∞

sup F(an) ≤ lim
n→∞

sup(F(max{an−1, bn−1})− τ)

≤ lim
n→∞

F(max{an−1, bn−1})− τ = F(t)− τ,

which is a contradiction, that is (17) is proved.

Step 3. We will prove that xn 6= xm for all m 6= n.

We argue by contradiction. Suppose that xn = xm for some m, n ∈ N with m 6= n. Since

d(xp, xp+1) > 0, for each p ∈ N, without loss of generality, we may assume that m > n + 1.

Consider now

F(d(xn, xn+1)) = F(d(xn , Txn)) = F(d(xm, Txm)) = F(d(Txm−1, Txm))

≤ F(max{d(xm−1, xm), d(xm−1, Txm−1), d(xm, Txm))− τ

= F(max{d(xm−1, xm), d(xm−1, xm), d(xm, xm+1)})− τ

= F(max{d(xm−1, xm), d(xm, xm+1)})− τ.

(20)
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If max{d(xm−1, xm), d(xm, xm+1)} = d(xm−1, xm), then from (20), we get

F(d(xn, xn+1)) ≤ F(d(xm−1, xm))− τ ≤ F(d(xn, xn+1))− (m − n)τ.

It is a contradiction. If max{d(xm−1, xm), d(xm, xm+1)} = d(xm, xm+1), then from (20), we

get F(d(xn , xn+1)) ≤ F(d(xm , xm+1))− τ ≤ F(d(xn , xn+1))− (m− n+ 1)τ. It is a contradiction.

Step 4. We will prove that {xn} is a Cauchy sequence, that is

lim
n→∞

d(xn, xn+p) = 0 for all p ∈ N.

From (F3), there exists k ∈ (0, 1) such that

lim
n→∞

((d(xn+1, xn))
kF(d(xn+1, xn))) = 0. (21)

By using (15) and from (21), we have

(d(xn+1, xn))
k(F(d(xn+1, xn))− F(d(x1, x0))) ≤ −(d(xn+1, xn))

knτ ≤ 0 (22)

for all n ∈ N. By using (16), (21) and taking the limit as n → ∞ in (22), we get

lim
n→∞

(n(d(xn+1, xn))
k) = 0. (23)

Then there exists n1 ∈ N such that n(d(xn+1, xn))k ≤ 1 for all n ≥ n1, that is

d(xn+1, xn) ≤
1

n
1
k

. (24)

From (16) and (17) the cases p = 1 and p = 2 are proved. Now, take p ≥ 3 arbitrary. It is

sufficient to examine two cases.

Case 1. Suppose that p = 2m + 1 where m ≥ 1. Then, by using step 3 and the quadrilateral

inequality together with (24), we get

d(xn, xn+p) = d(xn, xn+2m+1) ≤ d(xn, xn+1) + d(xn+1, xn+2) + ···+ d(xn+2m, xn+2m+1)

≤
n+2m

∑
i=n

d(xi+1, xi) ≤
∞

∑
i=n

1

i
1
k

.
(25)

Since the series
∞

∑
n=1

1

n
1
k

is convergent, taking the limit as n → ∞ in the above inequality, we

obtain lim
n→∞

d(xn, xn+p) = 0.

Case 2. Suppose that p = 2m where m ≥ 2. Then, by using step 3 and the quadrilateral

inequality together with (24), we get

d(xn, xn+p) = d(xn, xn+2m) ≤ d(xn, xn+1) + d(xn+1, xn+2) + ···+ d(xn+2m−1, xn+2m)

≤
n+2m−1

∑
i=n

d(xi+1, xi) ≤
∞

∑
i=n

1

i
1
k

.
(26)

Since the series
∞

∑
n=1

1

n
1
k

is convergent, taking the limit as n → ∞ in the above inequality, we

obtain lim
n→∞

d(xn, xn+p) = 0.
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This proves that {xn} is Cauchy sequence in X. Since X is complete, there exists x∗, that is

a fixed point of T by two following cases.

Case 3. T is continuous. We have d(x∗, Tx∗) = lim
n→∞

d(xn, Txn) = lim
n→∞

d(xn, xn+1) = 0. This

proves that x∗ is a fixed point of T.

Case 4. F is continuous. In this case, we consider two following subcases.

Subcase 1. For each n ∈ N, there exists in ∈ N such that xin+1
= Tx∗ and in > in−1 where

i0 = 1. Then we have

x∗ = lim
n→∞

xin+1
= lim

n→∞
Tx∗ = Tx∗.

This proves that x∗ is a fixed point of T.

Subcase 2. There exists n0 ∈ N such that xn+1 6= Tx∗ for all n ≥ n0. That is d(Txn, Tx∗) > 0

for all n ≥ n0. It follows from (11) that

τ + F(d(xn+1, Tx∗)) = τ + F(d(Txn , Tx∗)) ≤ F(max{d(xn , x∗), d(xn, Txn), d(x∗, Tx∗)})

= F(max{d(xn, x∗), d(xn, xn+1), d(x∗, Tx∗)}).
(27)

If d(x∗, Tx∗) > 0 then by the fact

lim
n→∞

d(xn, x∗) = lim
n→∞

d(x∗, xn+1) = 0,

there exists n1 ∈ N such that for all n ≥ n1, we have max{d(xn , x∗), d(xn, xn+1), d(x∗, Tx∗)} =

d(x∗, Tx∗). From (27), we get

τ + F(d(xn+1, Tx∗)) = F(d(x∗, Tx∗)), (28)

for all n ≥ max{n0, n1}. Since F is continuous, taking the limit as n → ∞ in (28), we obtain

τ + F(d(x∗ , Tx∗)) = F(d(x∗ , Tx∗)).

It is contradiction. Therefore, d(x∗, Tx∗) = 0, that is, x∗ is a fixed point of T. By two above

cases, T has a fixed point x∗. Now, we prove that the fixed point of T is unique. Let x∗1 , x∗2 be

two fixed points of T. Suppose to the contrary that x∗1 6= x∗2 . Then Tx∗1 6= Tx∗2 . It follows from

(11) that

τ + F(d(x∗1 , x∗2)) = τ + F(d(Tx∗1 , Tx∗2)) ≤ F(max{d(x∗1 , x∗2), d(x∗1 , Tx∗1), d(x∗2 , Tx∗2)})

= F(max{d(x∗1 , x∗2), d(x∗1 , x∗1), d(x∗2 , x∗2)}) = F(d(x∗1 , x∗2)).

It is a contradiction. Then d(x∗1 , x∗2) = 0, that is x∗1 = x∗2 . This proves that the fixed point of T is

unique.

It follows from the proof of Theorem 4 that lim
n→∞

Tnx = lim
n→∞

xn+1 = x∗.

Example 2. Let F be given as in Example 1. Then T is an F-weak contraction. Therefore,

Theorem 4 can be applicable to T and the unique fixed point of T is 3.

Example 3. Let X = {1
2 , 2

3 , 3
4 , 4

5}. Define the generalized metric d on X as follows:

d(x, y) = 0, x = y and x, y ∈ X,

d
(1

2
,

2

3

)

= d
(3

4
,

4

5

)

= 0, 2, d
(1

2
,

4

5

)

= d
(2

3
,

3

4

)

= 0, 3, d
(1

2
,

3

4

)

= d
(2

3
,

4

5

)

= 0, 6.
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It is easy to show that (X, d) is a complete generalized metric space, but (X, d) is not a

metric space because d does not satisfy the triangle inequality for all x, y, z ∈ X. Indeed,

0, 6 = d
(1

2
,

3

4

)

≥ d
(1

2
,

2

3

)

+ d
(2

3
,

3

4

)

= 0, 2 + 0, 3 = 0, 5.

Let T : X → X be defined as follows:

Tx =

{ 3
4 , x ∈ {1

2 , 2
3 , 3

4},
2
3 , x = 4

5 .

Let Fα = ln α, α ∈ (0,+∞) and τ = ln 3
2 . Then, for x ∈ {1

2 , 2
3 , 3

4} and y = 4
5 , we get

F(0, 45) = F
(

d
(

T
(1

2

)

, T
(4

5

)))

+ ln
3

2

≤ F
(

max
{

d
(1

2
,

4

5

)

, d
(1

2
, T

(1

2

))

, d
(4

5
, T

(4

5

))})

= F(0, 6),

F(0, 45) = F
(

d
(

T
(2

3

)

, T
(4

5

)))

+ ln
3

2

≤ F
(

max
{

d
(2

3
,

4

5

)

, d
(2

3
, T

(2

3

))

, d
(4

5
, T

(4

5

))})

= F(0, 6),

F(0, 45) = F
(

d
(

T
(3

4

)

, T
(4

5

)))

+ ln
3

2

≤ F
(

max
{

d
(3

4
,

4

5

)

, d
(3

4
, T

(3

4

))

, d
(4

5
, T

(4

5

))})

= F(0, 6).

Therefore, T is a F-weak contraction in generalized metric space. That is, Theorem 4 can be

applicable to T and the unique fixed point of T is
3

4
.
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Санґурлу С.М., Тюркоґлу Д. Деякi тереми про фiксовану точку в повних узагальнених метричних

просторах // Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 171–180.

Принцип стискуючих вiдображень є важливим результатом, що має багато застосувань.

Деякi автори цiкавились цим принципом в рiзних метричних просторах. Бранчiарi А. ввiв

поняття узагальненого метричного простору, замiнивши нерiвнiсть трикутника бiльш загаль-

ною нерiвнiстю d(x, y) ≤ d(x, u) + d(u, v) + d(v, y) для всiх попарно рiзних точок x, y, u, v з

X. Таким чином, будь-який метричний простiр є узагальненим метричним простором, але

не навпаки. Вiн довiв теорему Банаха про фiксовану точку в таких просторах. Деякi автори

довели рiзнi типи теорем про фiксовану точку, розширюючи результат Банаха. Так Вардов-

ський Д. представив новий вид стискуючих вiдображень, який узагальнює поняття стискую-

чого вiдображення Банаха. Використовуючи вiдображення F : R
+ → R, вiн ввiв новий тип

стискуючих вiдображень, якi називаються F-стиском. Також вiн довiв теорему про фiксовану

точку для F-стиску.

У данiй роботi ми розглянули F-стиск та слабкий F-стиск у повних узагальнених метричних

просторах. Доведено деякi результати для F-стискiв i слабких F-стискiв i встановлено iснуван-

ня та єдинiсть фiксованої точки для F-стискуючих i слабких F-стискуючих вiдображень у пов-

них узагальних метричних просторах. Наведено деякi приклади для iлюстрацiї використання

отриманих результатiв. Данi результати є розширенням i узагальненням багатьох отриманих

у лiтературi результатiв.

Ключовi слова i фрази: F-стиск, слабкий F-стиск, узагальнений метричний простiр.
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ON THE GROWTH OF A COMPOSITION OF ENTIRE FUNCTIONS

Let γ be a positive continuous on [0, +∞) function increasing to +∞ and f and g be arbitrary

entire functions of positive lower order and finite order.

In order to

lim
r→+∞

ln ln M f (g)(r)

ln ln M f (exp{γ(r)})
= +∞, M f (r) = max{| f (z)| : |z| = r},

it is necessary and sufficient (ln γ(r))/(ln r) → 0 as r → +∞. This statement is an answer to the

question posed by A.P. Singh and M.S. Baloria in 1991.

Also in order to

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
= 0, F(z) = f (g(z)),

it is necessary and sufficient (ln γ(r))/(ln r) → ∞ as r → +∞.

Key words and phrases: entire function, composition of functions, generalized order.
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INTRODUCTION

For an entire function f 6≡ const we put M f (r) = max{| f (z)| : |z| = r}. The quantities

̺[ f ] = lim
r→+∞

ln ln M f (r)

ln r
, λ[ f ] = lim

r→+∞

ln ln M f (r)

ln r
(1)

are called [7, p. 61] the order and the lower order of f accordingly.

G.D. Song and C.C. Yang [6] have proved that if f and g are transcendental entire functions,

0 < λ[ f ] ≤ ̺[ f ] < +∞ and F(z) = f (g(z)) then

lim
r→+∞

ln ln MF(r)

ln ln M f (r)
= +∞.

A.P. Singh and M.S. Baloria [3] posed a question: how to find R = R(r) such that

lim
r→+∞

ln ln MF(r)

ln ln M f (R)
< +∞ ?

They have proved the following theorems.

УДК 517.547.2
2010 Mathematics Subject Classification: 30D20.
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Theorem A. Let f and g be entire functions of positive lower order and of finite order, and

F(z) = f (g(z)). Then lim
r→+∞

ln ln MF(r)

ln ln M f (rA)
= +∞ for every positive constant A.

Theorem B. Let f and g be entire functions of finite order with ̺[g] < ̺[ f ] and F(z) = f (g(z)).

Then lim
r→+∞

ln ln MF(r)

ln ln M f (exp{r̺[ f ]})
= 0.

The aim of proposed article is research of the above mentioned problem from [4].

1 MAIN RESULTS

Next theorem gives an answer to the question of A.P. Singh and M.S. Baloria.

Theorem 1. Let γ be a positive continuous on [0, +∞) function increasing to +∞. Let f and g

be arbitrary entire functions with 0 < λ[ f ] ≤ ̺[ f ] < +∞ and λ[g] > 0. In order to

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
= +∞, F(z) = f (g(z)), (2)

it is necessary and sufficient

lim
r→+∞

ln γ(r)

ln r
= 0. (3)

Proof. G. Polya [2] has proved that if f and g are entire functions, |g(0)| = 0 and F(z) = f (g(z))

then there exists a constant c ∈ (0, 1) independent of f and g such that for all r > 0

MF(r) ≥ M f

(

cMg

( r

2

))

and (4)

MF(r) ≤ M f (Mg(r)). (5)

J. Clunie [1] defines more precisely inequality (4). He proved that

MF(r) ≥ M f

(

1

8
Mg

( r

2

)

− |g(0)|

)

. (6)

We assume that the function γ satisfies (3), that is ln γ(r) = o(ln r) as r → +∞. If the

lower orders λ[ f ] and λ[g] are positive then for λ ∈ (0, min{λ[ f ], λ[g]}) and all r ≥ r0(λ) the

inequalities ln ln M f (r) ≥ λ ln r and ln ln Mg(r) ≥ λ ln r are true. Therefore, in view of (6)

ln ln MF(r) ≥ ln ln M f

(

1

8
Mg

( r

2

)

− |g(0)|

)

≥ λ ln

(

1

8
Mg

( r

2

)

− |g(0)|

)

= λ(1 + o(1)) ln Mg

( r

2

)

≥ (1 + o(1))λ2−lrλ, r → +∞.

(7)

On the other hand, if ̺[ f ] < +∞ then ln ln M f (exp{γ(r)}) ≤ ̺γ(r) for ̺ > ̺[ f ] and all

r ≥ r0(̺). Therefore, in view of (7)

ln ln MF(r)

ln ln M f (exp{γ(r)})
≥ (1 + o(1))

λ

2λ(̺[ f ] + ε)

rλ

γ(r)
→ +∞, r → +∞, (8)

because λ ln r − ln γ(r) = (1+ o(1))λ ln r → +∞ as r → +∞. The sufficiency of (3) is proved.
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To prove the necessity of (3) we assume that (3) does not hold. Then ln γ(rn) ≥ δ ln rn for

some δ > 0 and an increasing to +∞ sequence (rn). We choose f (z) = ez and g(z) = E̺(z)

with ̺ < δ, where E̺ is the Mittag-Leffler function. Then M f (r) = er and [7, p. 115]

ME̺
(r) = E̺(r) = (1 + o(1))̺er̺

, r → +∞. (9)

Therefore,

ln ln MF(r) = ln Mg(r) = r̺ + ln ̺ + o(1), r → +∞. (10)

Thus,

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
≤ lim

n→+∞

ln ln MF(rn)

ln ln M f (exp{γ(rn)})

= lim
n→+∞

r
̺
n

γ(rn)
≤ lim

n→+∞

r
̺
n

rδ
n

= 0,

(11)

that is, if (3) does not hold then there exist entire functions f and g with λ[ f ] = ̺[ f ] = 1 and

λ[g] = ̺[g] = ̺ ∈ (0,+∞), for which (2) is false. Theorem 1 is proved.

The following theorem complements Theorem 1.

Theorem 2. Let γ be a positive continuous on [0, +∞) function increasing to +∞. Let f and g

be arbitrary entire functions with 0 < λ[g] ≤ ̺[g] < +∞ and λ[ f ] > 0. In order to

lim
r→+∞

ln ln MF(r)

ln ln Mg(exp{γ(r)})
= +∞, F(z) = f (g(z)),

it is necessary and sufficient that (3) holds.

Proof. As in the proof of Theorem 1 we obtain (7) and for the function g we have

ln ln Mg(exp{γ(r)}) ≤ ̺ ln γ(r) for every ̺ > ̺[g] and all r ≥ r0(̺). Therefore, estimate

(8) is true with ̺[g] instead ̺[ f ] and the sufficiency of (3) is proved.

If there exists a sequence (rn) such that ln γ(rn) ≥ δ ln rn, δ > 0, then again we choose f

and g as in the proof of Theorem 1. Then (9) holds and

ln ln Mg(exp{γ(r)}) = ln ln ((1 + o(1))̺e̺γ(r)) = ̺γ(r) + o(1), r → +∞.

In view of (9) as above we have

lim
r→+∞

ln ln MF(r)

ln ln Mg(exp{γ(r)})
≤ lim

n→+∞

r
̺
n

̺γ(rn)
≤ lim

n→+∞

r
̺
n

̺rδ
n

= 0.

Theorem 2 is proved.

For the functions f (z) = ez, g(z) = E̺(z) and F(z) = f (g(z)) chose the proof of Theorems

1 and 2 the following equalities are true

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
= lim

r→+∞

ln ln MF(r)

ln ln Mg(exp{γ(r)})
= 0.

The following question arises: what is condition on γ providing existence of the limit

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})

(

lim
r→+∞

ln ln MF(r)

ln ln Mg(exp{γ(r)})

)

= 0.

The following theorem gives an answer to this question.
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Theorem 3. Let γ be a positive continuous on [0, +∞) function increasing to +∞. Let f and g

be arbitrary entire functions with 0 < λ[ f ] ≤ ̺[ f ] < +∞ and ̺[g] < +∞. In order to

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
= 0, F(z) = f (g(z)), (12)

it is necessary and sufficient that

lim
r→+∞

ln γ(r)

ln r
= +∞. (13)

Proof. We assume that the function γ satisfies (13), that is ln r = o(ln γ(r)) as r → +∞. If

the orders ̺[ f ] and ̺[g] are finite then ln ln M f (r) ≤ ̺ ln r and ln ln Mg(r) ≤ ̺ ln r for ̺ >

max{̺[ f ], ̺[g]} and all r ≥ r0(̺). Therefore, in view of (5)

ln ln MF(r) ≤ ln ln M f (Mg(r)) ≤ ̺ ln Mg(r) ≤ ̺r̺, r ≥ r0(̺).

On the other hand, for λ < λ[ f ] and all r ≥ r0(λ) ln ln M f (e
γ(r)) ≥ lγ(r). Therefore,

ln ln MF(r)

ln ln M f (exp{γ(r)})
≤

̺r̺

λγ(r)
→ 0, r → +∞,

because ̺ ln r − ln γ(r) = (1 + o(1)) ln γ(r) → −∞ as r → +∞. The sufficiency of (13) is

proved.

Now we assume that (13) does not hold, that is for some δ < +∞ and an increasing to +∞

sequence (rn) the inequality ln γ(rn) ≤ δ ln rn is true. We choose f (z) = ez and g(z) = E̺(z)

with ̺ > δ. Then in view of (10)

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
≥ lim

n→+∞

ln ln MF(rn)

ln ln M f (exp{γ(rn)})

= lim
n→+∞

r
̺
n

γ(rn)
≥ lim

n→+∞

r
̺
n

rδ
n

= +∞,

(14)

that is equality (12) does not hold. Theorem 3 is proved.

The following theorem is proved similarly.

Theorem 4. Let γ be a positive continuous on [0, +∞) function increasing to +∞. Let f and g

be arbitrary entire functions with 0 < λ[g] ≤ ̺[g] < +∞ and ̺[ f ] < +∞. In order to

lim
r→+∞

ln ln MF(r)

ln ln Mg(exp{γ(r)})
= 0, F(z) = f (g(z)),

it is necessary and sufficient that (13) holds.

Remark 1.1. From the proofs of Theorems 1 and 3 one can see that equality (3) is true provided,

γ is an arbitrary slowly increasing function, and (12) holds if γ increase rapidly than power

functions.

Remark 1.2. If we choose f and g as in the proofs of Theorem 1 and 2 and γ(r) = ar̺, then

there exists the limit

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{α(r)})
= lim

r→+∞

r̺

α(r)
=

1

a
,

that is for each K ∈ (0, +∞) there exist entire functions of a finite order and a positive lower

order and a positive continuous on [0, +∞) function γ such that

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
= K.
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2 OTHER RESULTS

In [5] the following analogue of Theorem A is proved.

Theorem C. Let f , g, h be entire functions of positive lower order and of finite order and

F(z) = f (g(z)), Φ(z) = f (h(z)). If ̺[h] < λ[g] then for every A ∈ (0, λ[g]/̺[h])

lim
r→+∞

ln ln MF(r)

ln ln MH(rA)
= +∞.

We will complement this theorem by two next statements.

Proposition 2.1. Let γ be a positive continuous on [0, +∞) function increasing to +∞. Let f ,

g and h be arbitrary entire functions with 0 < λ[ f ] ≤ ̺[ f ] < +∞, λ[g] > 0 and ̺[h] < +∞. In

order to

lim
r→+∞

ln ln MF(r)

ln ln MΦ(eγ(r))
= +∞, F(z) = f (g(z)), Φ(z) = f (h(z)), (15)

it is necessary and sufficient that

lim
r→+∞

γ(r)

ln r
= 0. (16)

Proof. In view of (5) for arbitrary ̺ > max{̺[ f ], ̺[h]} and all r ≥ r0(̺) we have

ln ln MΦ(e
γ(r)) ≤ ̺ ln Mh(e

γ(r)) ≤ ̺e̺γ(r).

Therefore, in view of (7)
ln ln MF(r)

ln ln MΦ(eγ(r))
≥ (1 + o(1))

l2−λ

̺

rλ

e̺γ(r)
→ +∞, r → +∞, because

by the condition (16)
rl

e̺γ(r)
= exp{λ ln r − ̺γ(r)} → +∞ as r → +∞. The sufficiency of (16)

is proved.

Now we assume that (16) does not hold, that is for some δ < +∞ and an increasing to

+∞ sequence (rn) the inequality γ(rn) ≥ δ ln rn is true. We choose f (z) = h(z) = ez and

g(z) = E̺(z) with ̺ < δ. Then ln ln MΦ(r) = r and in view of (10)

lim
r→+∞

ln ln MF(r)

ln ln MΦ(exp{γ(r)})
≤ lim

n→+∞

ln ln MF(rn)

ln ln MΦ(exp{γ(rn)})

= lim
n→+∞

r
̺
n

exp{γ(r)}
≤ lim

n→+∞

r
̺
n

rδ
n

= 0,

(17)

that is there exist entire functions f , g and h for which (13) is false. Proposition 1 is proved.

Proposition 2.2. Let γ be a positive continuous on [0, +∞) function increasing to +∞. Let f ,

g and h be arbitrary entire functions with 0 < l[ f ] ≤ ̺[ f ] < +∞, ̺[g] < +∞ and λ[h] > 0. In

order to

lim
r→+∞

ln ln MF(r)

ln ln MΦ(exp{γ(r)})
= 0, F(z) = f (g(z)), Φ(z) = f (h(z)), (18)

it is necessary and sufficient that

lim
r→+∞

γ(r)

ln r
= +∞. (19)
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Proof. We assume that the function γ satisfies (19), that is ln r = o(γ(r)) as r → +∞. If the

orders ̺[ f ] and ̺[g] are finite then for ̺ > max{̺[ f ], ̺[g]} and all r ≥ r0(̺) in view of (5) we

have ln ln MF(r) ≤ ̺r̺ for r ≥ r0(̺). On the other hand, using (6) for 0 < λ < min{λ[ f ], λ[ f ]}

and r ≥ r0(λ) we obtain

ln ln MΦ(e
γ(r)) ≥ ln ln M f

(

1

8
Mg

( r

2

)

− |g(0)|

)

≥ (1 + o(1))λ2−λeλγ(r), r → +∞.

Therefore,
ln ln MF(r)

ln ln MΦ(exp{γ(r)})
≤

(1 + o(1))λ

̺2λ
e̺ ln r−λγ(r) → 0, r → +∞. The sufficiency of

(19) is proved.

Now we assume that (19) does not hold, that is for some δ < +∞ and an increasing to

+∞ sequence (rn) the inequality γ(rn) ≤ δ ln rn is true. We choose f (z) = h(z) = ez and

g(z) = E̺(z) with ̺ > δ. Then in view of (10)

lim
r→+∞

ln ln MF(r)

ln ln MΦ(exp{γ(r)})
≥ lim

n→+∞

ln ln MF(rn)

ln ln MΦ(exp{γ(rn)})

= lim
n→+∞

r
̺
n

exp{γ(rn)}
≥ lim

n→+∞

r
̺
n

rδ
n

= +∞,

(20)

that is (18) does not hold. Proposition 2 is proved.

Finally, we will prove a result on the growth of a composition of entire functions in the

terms of generalized orders. By L we denote a class of all positive continuous on (−∞,+∞)

functions α such that α(x) = α(x0) for −∞ < x ≤ x0 and α(x) ↑ +∞ as x0 ≤ x → +∞.

For α ∈ L and β ∈ L the generalized order ̺αβ[ f ] and a lower generalized order λαβ[ f ] of

an entire function f are defined [3] by the formulas

̺α,β[ f ] = lim
r→+∞

α(ln M f (r))

β(ln r)
, lα,β[ f ] = lim

r→+∞

α(ln M f (r))

β(ln r)
.

Proposition 2.3. Let α ∈ L, β ∈ L, β(x + O(1)) = (1 + o(1)β(x) as x → +∞ and f , g be entire

functions with 0 < λα,β[ f ] ≤ ̺α,β[ f ] < +∞ and 0 < lα,β[g] ≤ ̺α,β[g] < +∞. In order to

lim
r→+∞

α(ln MF(r))

α(ln M f (r))
= +∞, F(z) = f (g(z)), (21)

it is necessary and sufficient that

lim
x→+∞

β(x)

α(x)
= +∞. (22)

Proof. If (22) holds then from (6) and the definition of the lower generalized order it follows

that for each 0 < λ < λ1 < min{λα,β[ f ], λα,β[g]} and r ≥ r0(λ)

α(ln MF(r)) ≥ α

(

ln M f

(

1

8
Mg

( r

2

)

− |g(0)|

))

≥ λ1β
(

ln Mg

( r

2

)

+ O(1)
)

= λ1(1 + o(1))β
(

ln Mg

( r

2

))

= λ1(1 + o(1))β
(

α−1
(

α
(

ln Mg

( r

2

))))

≥ λ1(1 + o(1))β(α−1(λ1(1 + o(1))β(ln r))) ≥ λβ(α−1(λβ(ln r))).
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On the other hand, for ̺ > ̺α,β[ f ] and all r ≥ r0(̺) we have α(ln M f (r)) ≤ ̺β(ln r). Therefore,

lim
r→+∞

α(ln MF(r))

α(ln M f (r))
≥ lim

r→+∞

λβ(α−1(λβ(ln r)))

̺β(ln r)
=

l2

̺
lim

x→+∞

β(x)

α(x)
= +∞,

that is (21) is true. If (22) does not hold, that is lim
x→+∞

β(x)/α(x) < +∞ then in view of (5) for

λ < λα,β[ f ], ̺ > max{̺α,β[ f ], ̺α,β[ f ]} and all r enough large

lim
r→+∞

α(ln MF(r))

α(ln M f (r))
≤ lim

r→+∞

̺β(ln Mg(r))

λβ(ln r)
= lim

r→+∞

̺β(α−1(α(ln Mg(r))))

λβ(ln r)

≤ lim
r→+∞

̺β(α−1(̺β(ln r)))

lβ(ln r)
=

̺2

l
lim

x→+∞

β(x)

α(x)
< +∞,

that is (21) is false. Proposition 3 is proved.

REFERENCES

[1] Clunie J. The composition of entire and meromorphic functions. In: Mathematical essays dedicated to A.J. Macin-

tyre. Ohio Univ. Press, 1970, 75–92.

[2] Polya G. On an integral function of an integral function. J. London Math. Soc. 1926, 1 (1), 12–15. doi:

10.1112/jlms/s1-1.1.12

[3] Sheremeta M.M. On the connection between the growth of the maximum modulus of an entire function and the moduli

of the coefficients of its power series expansion. Amer. Math. Soc. Transl. (2) 1970, 88 (2), 291–301.

[4] Singh A.P., Baloria M.S. On maximum modulus and maximal term of composition of entire functions. Indian J. Pure

Appl. Math. 1991, 22 (12), 1019–1026.

[5] Singh A.P., Baloria M.S. Comparative growth of composition of entire functions. Indian J. Pure Appl. Math. 1993,

24 (3), 181–188.

[6] Song G.D., Yang C.C. On the composition of entire functions. Indian J. Pure Appl. Math. 1984, 15 (1), 67–43.

[7] Gol’dberg A.A., Ostrowskii I.V. Values distribution of meromorphic functions. Moscow, Nauka, 1970. (in

Russian)

Received 01.07.2017

Revised 18.12.2017

Шеремета М.М. Про зростання композицiй цiлих функцiй // Карпатськi матем. публ. — 2017.

— Т.9, №2. — C. 181–187.

Нехай γ — додатна, неперервна на [0, +∞) i зростаюча до +∞ функцiя, а f i g — довiльнi

цiлi функцiї додатного нижнього порядку i скiнченногo порядку.

Для того, щоб

lim
r→+∞

ln ln M f (g)(r)

ln ln M f (exp{γ(r)})
= +∞, M f (r) = max{| f (z)| : |z| = r},

необхiдно i досить, щоб (ln γ(r))/(ln r) → 0 при r → +∞. Це твердження є вiдповiддю на

питання, поставлене А. Сiнхом i М. Балорiа у 1991 р.

Також для того, щоб

lim
r→+∞

ln ln MF(r)

ln ln M f (exp{γ(r)})
= 0, F(z) = f (g(z)),

необхiдно i достатньо, щоб (ln γ(r))/(ln r) → ∞ при r → +∞.

Ключовi слова i фрази: цiла функцiя, композицiя функцiй, узагальнений порядок.
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SKEW SEMI-INVARIANT SUBMANIFOLDS OF GENERALIZED QUASI-SASAKIAN

MANIFOLDS

In the present paper, we study a new class of submanifolds of a generalized Quasi-Sasakian

manifold, called skew semi-invariant submanifold. We obtain integrability conditions of the distri-

butions on a skew semi-invariant submanifold and also find the condition for a skew semi-invariant

submanifold of a generalized Quasi-Sasakian manifold to be mixed totally geodesic. Also it is

shown that a skew semi-invariant submanifold of a generalized Quasi-Sasakian manifold will be

anti-invariant if and only if Aξ = 0; and the submanifold will be skew semi-invariant submanifold

if ∇w = 0. The equivalence relations for the skew semi-invariant submanifold of a generalized

Quasi-Sasakian manifold are given. Furthermore, we have proved that a skew semi-invariant ξ⊥-

submanifold of a normal almost contact metric manifold and a generalized Quasi-Sasakian manifold

with non-trivial invariant distribution is CR-manifold. An example of dimension 5 is given to show

that a skew semi-invariant ξ⊥ submanifold is a CR-structure on the manifold.

Key words and phrases: skew semi-invariant submanifold, generalized quasi-Sasakian manifold,
integrability conditions of the distributions, CR-structure.
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INTRODUCTION

The theory of submanifolds in spaces endowed with additional structure is very interest-

ing topic in the field of differential geometry [5]. The theory of CR-submanifolds has been

introduced by A. Bejancu for almost contact geometry [1] and also for almost complex geom-

etry [2], after that several papers have been appeared in this field. M. Barros et al. [5], B. Y.

Chen [6, 7], A. Bejancu and N. Papaghuic [3], V. Mangione [10] and N. Papaghiuc [11] have

studied semi-invariant submanifolds in Sasakian manifolds and the study was also extended

to other ambient spaces. Moreover, some related topics were studied by V. V. Goldberg and

R. Rosca [16–20]. In 2012, C. Calin et al. [8] have studied the semi-invariant ξ⊥-submanifold

of a generalized quasi-Sasakian manifold. Later on, A. Bejancu defined and studied a semi-

invariant submanifold of a locally product manifold [4]. Recently, L. Ximin and F. M. Shao [12]

have discussed a new class of submanifolds of a locally product manifold, that is, known as

skew semi-invariant submanifolds. The purpose of the present work is to investigate some

interseting results on the skew semi-invariant submanifolds of a generalized Quasi-Sasakian

manifold.
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1 PRELIMINARIES

Let M̄ be a real (2n + 1)-dimensional smooth manifold equipped with an almost contact

metric structure (ϕ, ξ, η, g), where ϕ is (1, 1)-tensor field, ξ is a vector field, η is a 1-form and g

is a Riemannian metric such that [1]

ϕ2 = −I + η ⊗ ξ, η(ξ) = 1, ϕ(ξ) = 0, η ◦ ϕ = 0, (1)

g(ϕX, Y) = −g(X, ϕY), g(X, ξ) = η(X), g(ξ, ξ) = 1 (2)

for all X, Y on space M. The almost contact manifold M̄(ϕ, ξ, η) is said to be normal, if

Nϕ(X, Y) + 2dη(X, Y)ξ = 0

for all X, Y ∈ (TM), where

Nϕ(X, Y) = [ϕX, ϕY] + ϕ2[X, Y] − ϕ[ϕX, Y] − ϕ[X, ϕY]

is the Nijenhuis tensor field corresponding to the tensor field ϕ. The fundamental 2-form Φ on

M̄ is defined by

Φ(X, Y) = g(X, ϕY). (3)

S. S. Eum [9], considered the hypersurface of an almost contact metric manifold M̄ whose

structure tensor field satisfy the following relation:

(∇̄X ϕ)Y = g(∇̄ϕXξ, Y)ξ − η(Y)∇̄ϕXξ, (4)

where ∇̄ is the Levi-Civita connection of metric tensor g. For the sake of simplicity we say that

a manifold M̄ with an almost contact metric structure satisfying (4) is a generalized Quasi-

Sasakian manifold. We define a (1, 1)-tensor field F by

FX = −∇̄Xξ.

Now, we assume that M̄ is a generalized Quasi-Sasakian manifold and M is an m-dimen-

sional submanifold isometrically immersed in M̄. Denote by g the induced metric on M and

by ∇ its Levi-Civita connection. For p ∈ M and the tangent vector Xp ∈ TpM, we can write

FXp = PXp + QXp, (5)

where PXp ∈ TpM and QXp ∈ T⊥
pM. For any two vectors Xp, Yp ∈ TpM, we have

g(FXp , Yp) = g(PXp , Yp), which implies that g(PXp , Yp) = g(Xp , PYp). Therefore P and P2

are all symmetric operators on the tangent space TpM. If α(p) is the eigen value of P2 at

p ∈ M, since P2 is a composition of an isometry and a projection, then α(p) ∈ [0, 1].

For each p ∈ M, we set

Dα
p = Ker(P2 − α(p)I),

where I is an identity transformation on Tp M and α(p) an eigenvalue of P2 at p ∈ M. Obvi-

ously, we have D0
p = KerP and D1

p = KerQ, where D1
p is the maximal F-invariant subspace of

TpM and D0
p is the maximal F-anti invariant subspace of TpM. If α1(p), . . . , αk(p) are all eigen-

values of P2 at p, then TpM can be decomposed as the direct sum of the mutually orthogonal

eigenspaces, i.e.,

TpM = Dα1
p ⊕ · · · ⊕D

αk
p .
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Definition 1 ( [12]). A submanifold M of a generalized quasi-Sasakian manifold M̄ is said to

be skew semi-invariant submanifold, if there exists an integer k and the functions α1, · · · , αk

defined on M with values in (0, 1) such that

(1) each α1(x), · · · , αk(x) are distinct eigenvalues of P2 at each p ∈ M with

Tp M = D1
p⊕D0

p⊕Dα1
p ⊕ · · · ⊕D

αk
p ;

(2) the dimensions of D0
p, D1

p, Dα1
p , · · · , D

αk
p are independent of p ∈ M.

Remark 1. (i) From the second case of Definition 1, we can also define P-invariant mutually

orthogonal distributions

Dα =
⋃

p∈M

Dα
p, α ∈ {0, α1, · · · , αk, 1}

on M and TM = D1⊕D0⊕Dα1⊕ · · · ⊕Dαk are differentiable (see [7]).

(ii) If k = 0 in Definition 1, then it follows that P is a structure of type f (3,−1) on M [13] and

dim(D1
p) = rank(Pp), dim(D0

p) are independent of p ∈ M [14].

(iii) If k = 0, (1) implies (2), then M is called a semi-invariant ξ⊥-submanifold.

(iv) If k = 0 and D1
p = {0} (resp., D0

p = {0}), then M is called an anti-invariant (resp., invari-

ant) ξ⊥-submanifold.

(v) If D1
p = {0} = D0

p, k = 1 and α2
1(x) is constant, then M may be said to be a θ-slant

submanifold with slant angle cos θ = α1.

Example 1. We consider the Euclidean space R9 and denote its points by y = (yi). Let (ej), j =

1, . . . , 9 be the natural basis defined by ej = ∂/∂yj . We define a vector field ξ and a 1-form η by

ξ = ∂/∂y9 and η = dy9 respectively and ϕ is (1, 1) tensor field defined by

ϕe1 = e2, ϕe2 = e1, ϕe3 = e8, ϕe8 = e3,

ϕe4 = cost(y)e5 − sint(y)e6, ϕe5 = cost(y)e4 + sint(y)e7,

ϕe6 = −sint(y)e4 + cost(y)e7, ϕe7 = sint(y)e5 + cost(y)e6, ϕe9 = 0,

where t : R9 → (0, π/2) is a smooth function. Then it is easy to verify that R9 is an almost

contact metric manifold with almost contact structure (ϕ, ξ, η, g) with associated metric g given

by g(ei, ej) = δij. The submanifold

M =
{

(y1, . . . , y9) ∈ R9|y6, y7, y8, y9 = 0
}

of R9 is a skew semi-invariant submanifold with

D1 = Span {e1, e2} , D0 = Span {e3} , Dα = Span {e4, e5} ,

where for x ∈ M one has α(y) = cost(y).
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Denote the induced connection in M by ∇, then the Gauss and Weingarten eqautions are

given respectively by

∇̄XY = ∇XY + h(X, Y), ∇̄X N = −ANX +∇⊥
X N, X, Y ∈ TM; N ∈ T⊥M, (6)

where ∇̄, ∇ and ∇⊥ are the Riemannian, induced Riemannian and induced normal connec-

tions in M, M̄ and the normal bundle T⊥M of M̄ respectively and h is the second fundamental

form related to A by the equation

g(h(X, Y), N) = g(AN X, Y). (7)

Let M be a submanifold of a generalized Quasi-Sasakian manifold M̄ for X, Y ∈ TM, N ∈

T⊥M. By using

ϕX = tX + wX, tX ∈ TM, wX ∈ T⊥M, (8)

ϕN = BN + CN, BN ∈ TM, CN ∈ T⊥M, (9)

we have

(∇̄X ϕ)Y = ((∇Xt)Y − AwYX − Bh(X, Y)) + ((∇Xw)Y + h(X, tY) − Ch(X, Y)), (10)

(∇̄X ϕ)N = ((∇X B)N − ABN X + BANX)) + ((∇X B)N + h(X, BN) + wANX)),

where

(∇Xt)Y = ∇XtY − t∇XY, (∇Xw)Y = ∇⊥
X wY − w∇XY,

(∇X B)N = ∇XBN − t∇⊥
X N, (∇XC)N = ∇⊥

X CN − C∇⊥
X N.

Comparing the tangential and normal components in (10), we obtain

t∇XY = ∇XtY − Bh(X, Y) − AwYX, (11)

∇XtY = h(X, tY) +∇⊥
X wY − Ch(X, Y). (12)

From (11) and (12) we have

t[X, Y] = ∇XtY −∇YtY + AwXY − AwYX, (13)

w[X, Y] = h(X, tY) − h(tX, Y) +∇⊥
Y wX −∇⊥

X wY. (14)

Thus from (11), (12), (13) and (14), we have the following lemmas.

Lemma 1 ( [8]). Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian

manifold M̄. Then, we have

(∇Xt)Y = AwYX + Bh(X, Y), (∇Xw)Y = Ch(X, Y) − h(X, tY) + g(FX, ϕY)ξ (15)

for all X, Y ∈ TM.

Proof. The Lemma follows from (10)–(11) by taking into the consideration decomposition of

TM⊥.

Lemma 2 ( [8]). Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian

manifold M̄. Then we have for any N ∈ TM⊥
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1) BN ∈ D0,

2) CN ∈ D1.

Lemma 3 ( [8]). Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian

manifold M̄, then the distribution D0 is integrable if and only if

AwZW = AwWZ, for all X, Y ∈ D0. (16)

The following results give necessary and sufficient conditions for the integrability of the

distributions D0 and D1.

Theorem 1. Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian man-

ifold M̄. Then the distribution D0 is integrable.

Proof. Let Z, W ∈ D0, then from (8), (15) and (16), we deduce that

t[Z, W] = AwZW − AwWZ = 0.

Hence the conclusion.

Theorem 2. Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian man-

ifold M̄, then the distribution D1 is integrable if and only if

h(tX, Y) − h(X, tY) = (Lξ g)(X, ϕY)ξ for all X, Y ∈ D1. (17)

Proof. The statement yields from (15)

w([tX, Y]) = h(X, tY) − h(tX, Y) + (Lξ g)(X, ϕY)ξ for all X, Y ∈ D1. (18)

Proposition 1. If M is a skew semi-invariant submanifold of a generalized quasi-Sasakian man-

ifold M̄, then the following relations take place:

−Aξ X = t2X, (19)

∇⊥
X ξ = w2X, (20)

η(h(X, Y)) = g(X, t2Y), (21)

η(H) = −
1

n
trace(t2)

for any X, Y ∈ TM, where H is the mean curvature vector.

Proof. Form equation (18), it follows that ∇̄Xξ = ϕ2X = −X + η(X)ξ .

Using (19), (8) and η(X) = 0 in (6), we get

−Aξ X +∇⊥
X ξ = t2X + w2X. (22)

Equating tangential and normal part of (22), we get (19) and (20), respectively. From (2), (7) and

(15) it follows that

η(h(X, Y)) = g(h(X, Y), ξ) = g(Aξ X, Y) = −g(t2X, Y),

which gives (21). If {e1, e2, . . . , en}, n = dimM is a local orthonormal frame field, then from

(17) we get

η(H) =
1

n
η

(

n

∑
i=1

h(ei, ei)

)

= −
1

n

(

n

∑
i=1

g(P2ei, ei)

)

.

Therefore (16) holds.
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From (16), we have the following.

Corollary 1. Let M be skew semi-invariant submanifold of a generalized quasi-Sasakian man-

ifold M̄. If trace(t2) 6= 0, then M can not be minimal.

In view of (16), we have the following theorem.

Theorem 3 ([8]). Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian

manifold M̄. Then M is anti-invariant if and only if Aξ = 0.

Let D1 and D2 be two distributions defined on a manifold M̄. We say that D1 is parallel to

D2 for all X ∈ D2 and Y ∈ D1, we have

∇XY ∈ D1.

If D1 is parallel then for X ∈ TM and Y ∈ D1, we have ∇XY ∈ D1. It is easy to verify that D1

is parallel if and only if the orthogonal complementary distribution of D1 is also parallel.

Let M be a skew semi-invariant submanifold of M̄. A distribution D is said to be totally

geodesic, if h(X, Y) = 0 for all X, Y ∈ D. The distributions D1 and D2 are said to be D1-D2-

mixed totally geodesic, if h(X, Y) = 0 for all X ∈ D1 and Y ∈ D2.

Proposition 2. Let M be a skew semi-invariant submanifold of generalized quasi-Sasakian

manifold M̄. For any distribution Dα, if

ANtX = tANX for all X ∈ Dα, N ∈ T⊥M,

then M is Dα-Dβ-mixed totally geodesic, where α 6= β.

Proof. From the assumption, we have

t2ANX − αAN X = 0.

This implies that ANX ∈ Dα. So for all Y ∈ Dβ, N ∈ T⊥M, α 6= β, we have

g(AN X, Y) = g(h(X, Y), N) = 0.

Therefore h(X, Y) = 0. Hence M is Dα-Dβ-mixed totally geodesic.

Now from (5), (8) and (9), we find

CwXp = −wtXp, wBN = N − C2N (23)

for all Xp ∈ TpM, N ∈ T⊥
p M. Furthermore for Xp ∈ Dαi

p , α ∈ {α1, . . . , αk}, we have

C2wXp = αiwXp.

Also, if Xp ∈ D0
p, then it is clear that t2wXp = 0. Thus if Xp is an eigenvector of t2 corre-

sponding to the eigenvalue α(p) 6= 1, then wXp is an eigenvector of C2 with the same eigen-

value α(p). Thus, (23) implies that α(p) is an eigenvalue of B2 if and only if γ(p) = 1 − α(p)

is an eigenvalue of wt. Since wB and f 2 are symmetric operators on the normal bundle T⊥M,

then their eigenspaces are orthogonal. The dimension of the eigenspace of wB corresponding

to the eigenvalue 1 − α(p) is equal to the dimension of Dα
p if α(p) 6= 1. Consequently, we have

the following lemma.

Lemma 4. A submanifold M is a skew semi-invariant submanifold of generalized quasi-

Sasakian manifold M̄ if and only if the eigenvalues of wB are constant and the eigenspaces

of wB have constant dimension.
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2 SKEW SEMI-INVARIANT SUBMANIFOLD

Theorem 4. Let M be a submanifold of a generalized quasi-Sasakian manifold M̄. If ∇t = 0,

then M is a skew semi-invariant submanifold. Furthermore each of the t-invariant distribu-

tions D0, D1 and Dαi , 1 ≤ i ≤ k are parallel.

Proof. For a fix p ∈ M any Yp ∈ Dαip and X ∈ TM. Let Y be the parallel translation of Yp along

with the integral curve of X. Since (∇Xt)Y = 0 and from (11) we have

∇X(t
2 − α(p)Y) = t2∇XY − α(p)∇XY = 0.

Since (t2Y − α(p)Y) = 0 at p, it is identical to 0 on M̄. Thus the eigenvalues of t2 are constant.

Moreover, parallel translation of TpM along any curve is an isometry which preserves each Dα.

Thus the dimension of Dα is constant and M̄ is a skew semi-invariant submanifold.

Now if Y is any vector field in Dα, then we have t2Y = αY (α constant), i.e, t2∇XY = α∇XY

which implies that Dα is parallel.

Now, we see the vanishing of ∇w. For X, Y ∈ TM if (∇Xw)Y = 0, then (21) yields

Ch(X, Y) = h(X, tY) − g(FX, ϕY)ξ. (24)

In particular if Y ∈ Dα, then (24) implies

C2h(X, Y) = αh(X, Y) − αg(FX, ϕY)ξ.

Consequently we have the following proposition.

Proposition 3. Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian

manifold M̄, if ∇w = 0, then M is Dα-Dβ -mixed totally geodesic for all α 6= β. Moreover, if

X ∈ Dα then either h(X, X) = 0 or h(X, X) is an eigenvector of C2 with eigenvalue α.

Lemma 5. Let M be a submanifold of a generalized quasi-Sasakian manifold M̄, then ∇w = 0

if and only if ∇XBN = B∇⊥N for all X ∈ TM and N ∈ T⊥M.

Theorem 5. Let M be a submanifold of a generalized quasi-Sasakian manifold M̄. If ∇w = 0,

then M is a skew semi-invariant submanifold.

Proof. If TM = D1, then we are done. Otherwise, we may find a point p ∈ M and a vector

Xp ∈ Dα
p, α 6= 1. Set Np = wXp, then Np is an eigenvector of wB with eigenvalue µ(p) =

1 − α(p). Now, let Y ∈ TM and N be the translation of Np in the normal bundle T⊥M along

with integral curve of Y, we have

∇⊥
Y (wBN − µ(p)N) = ∇⊥

Y wBN − µ(p)∇⊥
Y N = w(∇YBN)− µ(p)∇⊥

Y N.

In view of Lemma 5,

∇⊥
Y (wBN − µ(p)N) = ∇⊥

Y wBN − µ(p)∇⊥
Y N = 0.

Since wBN − µ(p)N = 0 at p and tBN − µ(p)N = 0 on M. It follows from Lemma 4 that M is

a skew semi-invariant submanifold.
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Theorem 6. Let M be a skew semi-invariant submanifold of a generalized quasi-Sasakian man-

ifold M̄, then the following relations are equivalent.

1. (∇Xw)Y − (∇Yw)X = 0 for all X, Y ∈ Dα.

2. h(tX, Y) = h(X, tY) for all X, Y ∈ Dα.

3. w[X, Y] = ∇⊥
X wY −∇⊥

Y wX for all X, Y ∈ Dα.

4. ANtY − tANY is perpendicular to Dα for all Y ∈ Dα and N ∈ T⊥N.

Proof. The proof is trivial, hence we omit it.

3 CR-STRUCTURE

Let M̄ be a differentiable manifold and TcM̄ be the complexified tangent bundle to M̄. A

CR-structure on M is complex subbundle H of Tc M̄ such that H ∩ H̄ = {0} and H is involutive

[15]. A manifold endowed with a CR-structure is called a CR-manifold. It is known that

a differentiable manifold M̄ admits a CR-structure [1] if and only if there is a differentiable

distribution D̄ and a (1, 1) tensor field P on M such that for all X, Y ∈ D̄

P2X = −X, [P, P](X, Y) ≡ [PX, PY]− [X, Y]− P[PX, Y]− P[X, PY] = 0, [PX, PY]− [X, Y] ∈ D̄.

Definition 2. A differentiable manifold M̄ is said to admit a CR-structure if there is a differen-

tiable distribution D̄ and a (1, 1) tensor field P on M̄ such that for all X, Y ∈ D̄

P2X = X, [P, P](X, Y) ≡ [PX, PY] + [X, Y] − P[PX, Y] − P[X, PY] = 0, [PX, PY] = [X, Y] ∈ D.

A manifold equipped with a CR-structure is called a CR-manifold.

Lemma 6. An almost contact metric structure (ϕ, ξ, η, g) is normal if the Nijenhuis tensor [ϕ, ϕ]

of ϕ satisfies [3]

[ϕ, ϕ] + 2dη ⊗ ξ = 0. (25)

Now, we prove the following theorem.

Theorem 7. If M is a skew semi-invariant ξ⊥-submanifold of a normal almost contact metric

manifold M̄ with non-trivial invariant distribution, then M̄ possesses a CR-structure.

Proof. Since M is normal for X, Y ∈ D̄⊥, we get P2X = −X and in view of (25), we have

0 = [P, P](X, Y) − Q([X, PY] + [PX, Y])

from which it follows that Q([PX, Y] + [X, PY]) = 0, that is, [PX, Y] + [X, PY] ∈ D̄1. Thus

[PX, PY] + [X, Y] = P([PX, Y] + [X, PY]) ∈ D̄1

and hence (D̄1, P) is a CR-structure on M.

Theorem 8. A skew semi-invariant ξ⊥-submanifold of a generalized quasi-Sasakian manifold

with non-trivial invariant distribution is a CR-manifold.
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Proof. Since every generalized quasi-Sasakian manifold is normal (see [8], Theorem 7), the

proof is obvious.

From Theorem 7, it is obvious that normality of M̄ is a sufficient condition for a skew semi-

invariant submanifold with nontrivial invariant distribution to carry a CR-structure. However,

this is not neccessary, and now we give an example of skew semi-invariant submanifold.

Example 2. We consider the Euclidean space R5 and denote its points by x = (xi). Let (ej), j =

1, . . . , 5 be the natural basis defined by ej = ∂/∂xj . We define a vector field ξ and a 1-form η by

ξ = ∂/∂x5 and η = dx5 respectively. For each x ∈ R5, and g the canonical metric defined by

g(ei, ej) = δi,j, i, j = 1, . . . , 5, the set Ej defined by

E1 = e1, E2 = cos(x1)e2 + sin(x1)e3, E3 = −sin(x1)e2 + cos(x1)e3, E4 = e4, E5 = e5

forms an orthonormal basis. As the point x varies in R5, the above set of equations defines 5

vector fields also denoted by (Ej) and ϕ is (1, 1) tensor field defined by

ϕ(E1) = E2, ϕ(E2) = E1, ϕ(E3) = E4, ϕ(E4) = E3 ϕ(E5) = 0.

Then (ϕ, ξ, η, g) defines an almost contact metric structure on R5. Since

[ϕ, ϕ](E1, E4) + 2dη(E1, E4)ξ = E1 6= 0,

then, the almost contact structure is not normal. The submanifold

M =
{

x ∈ R5 : x4, x5 = 0
}

is a skew semi-invariant submanifold of R5 with D1 = Span {E1, E2} and D0 = Span {E3}

such that (D1, ϕ) is a CR-structure on M. Moreover, D1 is not integrable because D0 = E3.
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Сiддiкi М.Д., Хасiб А., Ахмад М. Антинапiвiнварiантнi пiдмноговиди узагальнених квазi-Сасакя-

нових многовидiв // Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 188–197.

У цiй роботi ми вивчаємо новий клас пiдмноговидiв узагальнених квазi-Саcакянових мно-

гвидiв, що називаються антинапiвiнварiантними пiдмноговидами. Нами отримано умови iнте-

гровностi розподiлiв на антинапiвiнварiантному пiдмноговидi, а також знайдемо умову того,

що антинапiвiнварiантний пiдмноговид узагальненого квазi-Сасакянового многовиду є змiша-

ним цiлком геодезичним. Також показано, що антинапiвiнварiантний пiдмноговид узагальне-

ного квазi-Сасакянового многовиду буде антиiнварiантним тодi i тiльки тодi, якщо A(ξ) = 0;

i пiдмноговид буде антинапiвiнварiантним пiдмноговидом, якщо ∇w = 0. Отримано спiв-

вiдношення еквiвалентностi для антинапiвiнварiантного пiдмноговиду узагальненого квазi-

Сасакянового многовиду. Бiльше того, ми довели, що антинапiвiнварiантний ξ⊥-пiдмноговид

нормального майже контактного метричного многовиду та узагальненого квазi-Сасакянового

многовиду з нетривiальним iнварiантним розподiлом є CR-многовидом. Наведено приклад

розмiрностi 5 для того, щоб показати, що антинапiвiнварiантний ξ⊥-пiдмноговид є CR-струк-

турою на многовидi.

Ключовi слова i фрази: антинапiвiнварiантний многовид, узагальнений квазi-Сасакяновий

многовид, умови iнтегровностi розподiлiв, CR-структура.
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VASYLYSHYN T.V.

METRIC ON THE SPECTRUM OF THE ALGEBRA OF ENTIRE SYMMETRIC

FUNCTIONS OF BOUNDED TYPE ON THE COMPLEX L∞

It is known that every complex-valued homomorphism of the Fréchet algebra Hbs(L∞) of all

entire symmetric functions of bounded type on the complex Banach space L∞ is a point-evaluation

functional δx (defined by δx( f ) = f (x) for f ∈ Hbs(L∞)) at some point x ∈ L∞. Therefore, the

spectrum (the set of all continuous complex-valued homomorphisms) Mbs of the algebra Hbs(L∞)

is one-to-one with the quotient set L∞/∼, where an equivalence relation ”∼” on L∞ is defined by

x ∼ y ⇔ δx = δy. Consequently, Mbs can be endowed with the quotient topology. On the other

hand, Mbs has a natural representation as a set of sequences which endowed with the coordinate-

wise addition and the quotient topology forms an Abelian topological group. We show that the

topology on Mbs is metrizable and it is induced by the metric d(ξ, η) = supn∈N

n
√

|ξn − ηn|, where

ξ = {ξn}∞
n=1, η = {ηn}∞

n=1 ∈ Mbs.

Key words and phrases: symmetric function, spectrum of the algebra.
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INTRODUCTION

Symmetric functions on Banach spaces were studied by a number of authors [1, 3–8, 10,

12, 13] (see also a survey [2]). In particular, symmetric polynomials and symmetric analytic

functions on L∞ (see definition below) were studied in [6, 12, 13].

Let L∞ be the complex Banach space of all Lebesgue measurable essentially bounded com-

plex-valued functions x on [0, 1] with norm ‖x‖∞ = ess supt∈[0,1]|x(t)|.

Let Ξ be the set of all measurable bijections of [0, 1] that preserve the measure. A function

f : L∞ → C is called symmetric if f (x ◦ σ) = f (x) for every x ∈ L∞ and for every σ ∈ Ξ.

Let Hbs(L∞) be the Fréchet algebra of all entire symmetric functions f : L∞ → C which are

bounded on bounded sets endowed with the topology of uniform convergence on bounded

sets. By [6, Theorem 4.3], polynomials Rn : L∞ → C, Rn(x) =
∫

[0,1](x(t))n dt for n ∈ N form

an algebraic basis in the algebra of all symmetric continuous polynomials on L∞. Since every

f ∈ Hbs(L∞) can be described by its Taylor series of continuous symmetric homogeneous

polynomials, it follows that f can be uniquely represented as

f (x) = f (0) +
∞

∑
n=1

∑
k1+2k2+...+nkn=n

αk1,...,kn
Rk1

1 (x) · · · Rkn
n (x).
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Consequently, for every non-trivial continuous homomorphism ϕ : Hbs(L∞) → C, taking into

account ϕ(1) = 1, we have

ϕ( f ) = f (0) +
∞

∑
n=1

∑
k1+2k2+...+nkn=n

αk1,...,kn
ϕ(R1)

k1 · · · ϕ(Rn)
kn .

Therefore, ϕ is completely determined by the sequence of its values on Rn : (ϕ(R1), ϕ(R2), . . .).

By the continuity of ϕ, the sequence { n
√

|ϕ(Rn)|}∞
n=1 is bounded. On the other hand, we have

the following

Theorem 1 ( [6, Section 3]). For every sequence ξ = {ξn}∞
n=1 ⊂ C such that sup

n∈N

n
√

|ξn| < +∞,

there exists xξ ∈ L∞ such that Rn(xξ) = ξn for every n ∈ N and ‖xξ‖∞ ≤ 2
M supn∈N

n
√

|ξn|,

where

M =
∞

∏
n=1

cos

(

π

2

1

n + 1

)

. (1)

Hence, for every sequence ξ = {ξn}∞
n=1 such that supn∈N

n
√

|ξn| < +∞, there exists the

point-evaluation functional ϕ = δxξ
such that ϕ(Rn) = ξn for every n ∈ N. Since every such a

functional is a continuous homomorphism, it follows that the spectrum (the set of all contin-

uous complex-valued homomorphisms) of the algebra Hbs(L∞), which we denote by Mbs, can

be identified with the set of all sequences ξ = {ξn}∞
n=1 ⊂ C such that { n

√

|ξn|}∞
n=1 is bounded.

Let ν : L∞ → Mbs be defined by

ν(x) = (R1(x), R2(x), . . .).

Let τ∞ be the topology on L∞, generated by ‖ · ‖∞. Let us define an equivalence relation on L∞

by x ∼ y ⇔ ν(x) = ν(y). Let τ be the quotient topology on Mbs :

τ = {ν(V) : V ∈ τ∞}.

Note that ν is a continuous open mapping.

The operation of coordinate-wise addition + : M2
bs → Mbs is defined by

a + b = (a1 + b1, a2 + b2, . . .)

for a = (a1, a2, . . .), b = (b1, b2, . . .) ∈ Mbs. In [13] it is shown that (Mbs,+, τ) is an Abelian

topological group. In this work we show that (Mbs, τ) is a metrizable topological space. Also

we explicitly construct the metric which induces τ.

1 THE MAIN RESULT

Let us denote B(x, r) the open ball of radius r and center x in L∞.

Proposition 1. The identity element 0 = (0, 0, . . .) of the topological group (Mbs,+, τ) has a

countable local basis of neighborhoods.

Proof. For n ∈ N let Un = ν(B(0, 1
n )). Since ν is an open mapping, it follows that Un ∈ τ.

Note that 0 ∈ Un. Thus, Un is an open neighborhood of 0 for every n ∈ N. Let us show

that a family {Un : n ∈ N} form a local basis of neighborhoods of 0. Let W ⊂ Mbs be

an arbitrary open neighborhood of 0. Then ν−1(W) is open in L∞ and ν−1(W) contains 0.

Therefore, there exists r > 0 such that B(0, r) ⊂ ν−1(W). Let n ∈ N be such that 1
n < r. Then

B(0, 1
n ) ⊂ B(0, r) ⊂ ν−1(W). Therefore, ν(B(0, 1

n)) ⊂ W, i. e. Un ⊂ W.
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We will use Birkhoff-Kakutani theorem.

Theorem 2 ([9, p.34]). Let G be a Hausdorff topological group whose open sets at the identity

element have a countable basis. Then G is metrizable and, moreover, there exists a metric

which is right-invariant.

Corollary 1. There exists an invariant metric d on Mbs which induces topology τ.

Proof. By [13, Corollary 1], (Mbs,+, τ) is an Abelian topological group. By [13, Theorem 2], τ is

Hausdorff. By Proposition 1, the identity element of Mbs has a countable local basis. Therefore

by Theorem 2 there exists a right-invariant metric d on Mbs which induces topology τ. Since

(Mbs,+, τ) is Abelian, the metric d is also left-invariant.

For a = (a1, a2, . . .) and b = (b1, b2, . . .) ∈ Mbs let

dI(a, b) = sup
n∈N

n

√

|an − bn|.

Note that analogical metric is defined on spaces of entire functions of one complex variable

(where a role of sequences a and b play sequences of coefficients of the Taylor series of func-

tions) and it is called Iyer metric (see e. g. [11]). Also note that a metric space (Mbs, dI) is

isometric to the space of entire functions f : C → C of the exponential type such that f (0) = 0

with Iyer metric.

Let V(a, r) be the open ball in Mbs of radius r and center a ∈ Mbs with respect to the metric

dI .

Lemma 1. Let r > 0 and 0 < ρ <
Mr
2 , where M is defined by (1). Then V(0, ρ) ⊂ ν(B(0, r)).

Proof. Let a = (a1, a2, . . .) ∈ V(0, ρ). Let us show that a ∈ ν(B(0, r)). By Theorem 1, there

exists xa ∈ L∞ such that ν(xa) = a and ‖xa‖∞ <
2
M supn∈N

n
√

|an|. Since a ∈ V(0, ρ), it follows

that dI(0, a) < ρ, i. e. supn∈N

n
√

|an| < ρ. Thus, ‖xa‖∞ <
2
M ρ. Since ρ <

Mr
2 , it follows that

‖xa‖∞ < r, i. e. xa ∈ B(0, r). Therefore ν(xa) ∈ ν(B(0, r)), i. e. a ∈ ν(B(0, r)).

Theorem 3. The metric dI induces the topology τ.

Proof. Since both metrics dI and d (given by Corollary 1) are invariant with respect to transla-

tions (in the sense that d(a + c, b + c) = d(a, b) for every a, b, c ∈ Mbs), it suffices to prove that

every open neighborhood of 0 with respect to τ contains some open ball with center 0 with

respect to dI and vice versa.

Let W ∈ τ such that 0 ∈ W. Then ν−1(W) is the open neighborhood of 0 in L∞. Therefore,

there exists r > 0 such that B(0, r) ⊂ ν−1(W). By Lemma 1, for 0 < ρ <
2r
M we have V(0, ρ) ⊂

ν(B(0, r)). Since ν(B(0, r)) ⊂ W, it follows that V(0, ρ) ⊂ W.

Let us show that for every open ball V(0, r) there exists W ∈ τ such that 0 ∈ W and

W ⊂ V(0, r). Set W = ν(B(0, r)). Let us show that W ⊂ V(0, r). It suffices to prove that

ν(x) ∈ V(0, r) for every x ∈ B(0, r). For x ∈ B(0, r) we have ‖x‖∞ < r and, consequently,

|Rn(x)| ≤ ‖x‖n
∞ < rn.

Therefore

dI(0, ν(x)) = sup
n∈N

n

√

|Rn(x)| < r.

Thus, ν(x) ∈ V(0, r).
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analytic functions. Revista Matemática Complutense 2014, 27 (2), 575–585. doi:10.1007/s13163-013-0128-0

[6] Galindo P., Vasylyshyn T., Zagorodnyuk A. The algebra of symmetric analytic functions on L∞. Proc. Roy. Soc.

Edinburgh Sect. A 2017, 147 (4), 743–761. doi:10.1017/S0308210516000287
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Василишин Т.В. Метрика на спектрi алгебри цiлих симетричних функцiй обмеженого типу на

комплексному просторi L∞ // Карпатськi матем. публ. — 2017. — Т.9, №2. — C. 198–201.

Вiдомо, що кожен комплекснозначний гомоморфiзм алгебри Фреше Hbs(L∞) усiх цiлих си-

метричних функцiй обмеженого типу на комплексному банаховому просторi L∞ є функцiо-

налом обчислення значення в точцi δx (визначеного як δx( f ) = f (x) для f ∈ Hbs(L∞)) у деякiй

точцi x ∈ L∞. Тому спектр (множина усiх неперервних комплекснозначних гомоморфiзмiв)

Mbs алгебри Hbs(L∞) є у взаємно однозначнiй вiдповiдностi iз фактор-множиною L∞/∼, де вiд-

ношення еквiвалентностi "∼" на просторi L∞ визначене наступним чином: x ∼ y ⇔ δx = δy. Як

наслiдок, на Mbs можна задати фактор-топологiю. З iншого боку, для Mbs iснує природне по-

дання у виглядi множини послiдовностей, яка разом iз заданими на нiй операцiєю покоорди-

натного додавання i фактор-топологiєю утворює абелеву топологiчну групу. У статтi доведе-

но, що топологiя на Mbs є метризовною i породжується метрикою d(ξ, η) = supn∈N

n
√

|ξn − ηn|,

де ξ = {ξn}∞
n=1, η = {ηn}∞

n=1 ∈ Mbs.

Ключовi слова i фрази: симетрична функцiя, спектр алгебри.
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FEDOROVA M.

FAITHFUL GROUP ACTIONS AND SCHREIER GRAPHS

Each action of a finitely generated group on a set uniquely defines a labelled directed graph

called the Schreier graph of the action. Schreier graphs are used mainly as a tool to establish ge-

ometrical and dynamical properties of corresponding group actions. In particilar, they are widely

used in order to check amenability of different classed of groups. In the present paper Schreier

graphs are utilized to construct new examples of faithful actions of free products of groups. Using

Schreier graphs of group actions a sufficient condition for a group action to be faithful is presented.

This result is applied to finite automaton actions on spaces of words i.e. actions defined by finite

automata over finite alphabets. It is shown how to construct new faithful automaton presentations

of groups upon given such a presentation. As an example a new countable series of faithful finite

automaton presentations of free products of finite groups is constructed. The obtained results can

be regarded as another way to construct new faithful actions of groups as soon as at least one such

an action is provided.

Key words and phrases: group action, faithful action, Schreier graph, free product, automaton
permutation.
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INTRODUCTION

O. Shreier introduced in [8] graphs to represent cosets by finite index subgroups in free

groups. Such kind of graphs were later named after Schreier and they naturally arise in geo-

metric group theory. In particular they were used to produce exotic example of group actions

and to establish rare properties of graphs and groups [1, 2, 4].

In this paper we use Schreier graphs of group actions to give a sufficient condition for a

group action to be faithful. This approach gives an alternative way to construct faithful group

actions of free products compared to a well-known method based on ping-pong lemma (see

e.g. [5, 7]). As an application we construct a new countable series of faithful finite automaton

presentations of free products of finite groups.

This result generalizes our previous construction from [3] and its proof explores the main

theorem from [6].

The paper is organized as follows. In the first section we recall the definition of Schreier

graphs and introduce Schreier embedding of group actions. Then we prove the main theorem,

which allows to built new faithful group actions upon given one.

In the second section we recall basic definitions about automaton permutations and define

a countable series of finite automaton actions of free products of finite groups. In the last

section we prove the result about Schreier embeddability of constructed actions and apply the

main theorem to obtain faithfulness of them.
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1 SCHREIER GRAPHS

Let G be a group with a finite generation set S, acting on a set M.

Definition 1. The Schreier graph Γ(G, S, M) of the action of the group G on the set M is a

directed graph with the set of vertices M and the set of edges M × S, where for every m ∈ M

and s ∈ S there is an edge (m, s) from m to s(m) and this edge has a label s.

Definition 2. The Schreier graphs Γ1 and Γ2 of the group G with the generation set S acting

on the sets M1 and M2 respectively are called isomorphic if they are isomorphic as oriented

edge-labeled graphs, i.e., there is a one-to-one function f : M1 → M2 such that for arbitrary

vertices v1, v2 of the graph Γ1 there is an arrow from v1 to v2 with the label s ∈ S if and only if

the graph Γ2 contains an arrow from f(v1) to f(v2) with the label s.

It immediately follows from the definition that for isomorphic Schreier graphs Γ1 and Γ2

there exists a path between two vertices v1 and v2 in Γ1 with the labels of the edges g1, . . . , gn

if and only if Γ2 contains a path between f(v1) and f(v2) with the labels of the edges g1, . . . , gn.

It is possible to give a natural sufficient condition for the faithfulness of the group actioni

in terms of the Schreier graphs. Namely, let the group G act on the sets M1 and M2, that is, the

actions ψ1 and ψ2 of the group G are given on these sets respectively.

Definition 3. The action ψ1 is Schreier-embedded into the action ψ2 if a group G has a genera-

tion set A such that each connected component of the Schreier graph of action ψ1 of this group

with respect to the generation set A is isomorphic to some component of the Schreier graph of

the action ψ2 of this group with respect to the same generation set A.

We call actions ψ1, ψ2 Schreier-equivalent if ψ1 is Schreier-embedded into ψ2 and vice versa.

We have the following useful observation.

Theorem 1. Let ψ1 and ψ2 be actions of a group G such that ψ1 is Shreier-embedded into ψ2. If

the action ψ1 is faithful then the action ψ2 is faithful as well.

Proof. Let ψ1 and ψ2 be actions on sets M1 and M2 respectively. Denote by A a generating set

of G used to construct Schreier-embedding of the action ψ1 in the action ψ2.

Assume that the action ψ2 is not faithful. Then there exists a non-identity element g of the

group G that fixes an arbitrary element of the set M2. Then g = g1 . . . gn for some g1, . . . , gn ∈

A. So paths with the edges labeled g1, . . . , gn in the Schreier graph of the action ψ2 are cycles.

By the assumption of the theorem, the action ψ1 of the group G is Schreier-embedded into

the action ψ2 of the same group. Therefore all paths with the labels g1, . . . , gn in the Schreier

graph of the action ψ1 of the group G are cycles as well. This implies that the non-identity

element g = g1 . . . gn of the group G fixes arbitrary element from the set M1. This contradicts

with the faithfulness of the action ψ1.

2 AUTOMATON ACTIONS OF FREE PRODUCTS

Let an alphabet be a finite set X, |X| > 1. A sequence x1 . . . xn of elements from the alphabet

is the word of length n. An empty word Λ has a length equal to zero. Denote by Xn the set of

words of length n over the alphabet X. Consider X∗ and Xω — words of finite and infinite

length respectively. For arbitrary words u, v ∈ X∗ ⋃ Xω one can define the product of two

words v and u by concatenation uv ∈ X∗ ⋃ Xω .
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Definition 4. An initial automaton is a tuple A = 〈X, Q, ϕ, ψ, q0〉,

- where X is a finite input and output alphabet, |X| = n,

- Q is a nonempty set, the set of inner states of the automaton A,

- ϕ and ψ are transition and output functions, acting from Q×X into Q and X, respectively,

- q0 ∈ Q is an initial state.

In particular, a finite automaton is an automaton with a finite set of states: |Q| < ∞. An

automaton is called permutational if for each state of the automaton the restriction of the output

function in this state determines some permutation on the alphabet.

The transformation of the set X∗ of all finite words over the alphabet X defined by the

finite initial permutational automata form a group FGA(X) with respect to a superposition.

Elements of this group are called finite automaton permutations over the alphabet X.

Consider the group G generated by a finite set S of finite automaton permutations over the

alphabet X. It acts on the set X∗ of all finite words over the alphabet X.

The sets Xn, n ≥ 1, are invariant under the action of G. Thus the sequence Γn of finite

Schreier graphs of the action of G over Xn, n ≥ 1, naturally arise. We call these graphs the

Schreier graphs of the action of G on the levels.

Let G1, . . . , Gs be s (s ≥ 2) finite groups of orders p1, . . . , ps respectively. Without loss of

generality suppose 1 < p1 ≤ . . . ≤ ps and denote n = ps. Let us remind the construction

from [6] of an embedding of the free product G1 ∗ . . . ∗ Gs into the group FGA(X) of finite

automaton permutations over the alphabet X = {x1, . . . , xn}.

For every i, 1 ≤ i ≤ s fix a regular action of the group Gi on the first pi symbols of X and

fix remain letters. Denote the letter x1 by 0 and the word 0 . . . 0 ∈ Xs of all words of length s

by 0. Consider subsets Mi, 1 ≤ i ≤ s, in Xs:

Mi = {x . . . x
︸ ︷︷ ︸

i

0 . . . 0 : x ∈ X, x 6= 0}.

For each i, 1 ≤ i ≤ s, we define the set Di =
⋃

j 6=i
MGi

j , where

MGi
j = {ωg : ω ∈ Mj, g ∈ Gi}, 1 ≤ i, j ≤ s, Di = {x1

hg : h ∈ Gj, g ∈ Gi, h 6= ej, j 6= i}.

Let ϕ1i be functions, which assign to each element g ∈ Gi a map ϕ1i(g) on the set X∞ of all

infinite words over the alphabet X. An infinite word ω ∈ X∞ can be divided into syllables of

arbitrary length k ∈ N:

ω = ω[k, 1]ω[k, 2] . . .

For all g ∈ Gi, u ∈ X∞ we construct v1 = (ϕ1i(g))(u) as follows. Let v1[s, 1] = u[s, 1], and for

all j ≥ 2

v1[s, j] =

{

(u[s, j])g , if u[s, j − 1] ∈ Di

u[s, j] otherwise.
(1)

Hence we have constructed everywhere defined transformations of the set of infinite words

over X.
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In [6] it is proved that for each element g ∈ Gi the transformation ϕ1i(g) is a finite automa-

ton permutation over the alphabet X and the function ϕ1i is a monomorphism from the group

Gi into the group of finite automaton permutations FGA(X). Denoted by G1(G1, . . . , Gs) a

subgroup of FGA(X) generated by the images of these monomorphisms.

Theorem 2 ([6]). The group G1(G1, . . . , Gs) splits into the free product as follows:

G1(G1, . . . , Gs) ≃ G1 ∗ . . . ∗ Gs.

We proceed to the construction of a class of actions in each of which the action (1) is

Schreier-embedded. We define a series of sets of functions ϕti, t ≥ 1 on Gi, 1 ≤ i ≤ s. The

function ϕti, t ≥ 1 assigns to each element g ∈ Gi a finite automaton transformations ϕti(g) of

the set X∞ of all infinite words over X. For arbitrary g ∈ Gi, u ∈ X∞, we define vt = (ϕti(g))(u)

as follows. For arbitrary 1 ≤ j < t + 1 we put vt[s, j] = u[s, j], and for all j ≥ t + 1

vt[s, j] =

{

(u[s, j])g , if u[s, j − t] ∈ Di

u[s, j] otherwise.
(2)

It is directly verified that for each t ≥ 1 and i, 1 ≤ i ≤ s the function ϕti is a homomorphism

on the group Gi. Hence, for each t ≥ 1 we obtain an action of the free product G1 ∗ . . . ∗ Gs by

finite state automaton permutations.

Let Gt(G1, . . . , Gs) be a subgroup of the group of finite automaton permutations over X

generated by ϕt1(G1), . . . , ϕts(Gs), t ≥ 1. Note that for t = 1 we obtain the action given by

A. Oliynyk in [6], and for t = 2 — by the author in [3].

3 PROPERTIES OF ACTIONS

The Schreier-embeddability of the constructed actions of a free product of finite number of

finite groups is proved by the next theorem.

Lemma 1. The action given by equation (1) is Schreier-embedded into each action of the series

given by equation (2).

Proof. To prove the statement of the lemma we will express the first action in terms of the

second one. We fix t > 1.

We will use representation of an infinite word ω as a product of subwords of length s:

ω = ω[s, 1]ω[s, 2]ω[s, 3] . . . .

Then we construct t infinite words as follows

ω1 = ω[s, 1]ω[s, t + 1]ω[s, 2t + 1] . . .

. . .

ωi = ω[s, i]ω[s, t + i]ω[s, 2t + i] . . .

. . .

ωt = ω[s, t]ω[s, 2t]ω[s, 3t] . . .

In other terms, the representation of infinite word ωi as a product of subwords of length s

consists of those subwords of length s of ω which numbers have the form tk + i, k ≥ 0.



206 FEDOROVA M.

Let ϕti(g), g ∈ Gi, defined by (2), acts on infinite words ω. Denote by vt the word obtained

as the result of this action. Denote by v1,i, 0 ≤ i < t infinite words that are the results of

the action ϕ1i(g) on ωi respectively. Comparing the words vt and v1,i, we have the following

equations for arbitrary k ≥ 1:







vt[s, tk − 1] = v1,1[s, k],

vt[s, tk − 2] = v1,2[s, k],

. . .

vt[s, tk − t + 1] = v1,t−1[s, k].

(3)

Thus, in order to express a second action in terms of the first one, it is sufficient to de-

compose the word ω, on which the second mapping acts, on the words ωi, apply the first

transformation to them, and create a new word using equalities (3).

Consider arbitrary connected component of the Schreier graph of the first action. Then

fix arbitrary vertex of this component. This vertex correspond to some infinite word ω1. Let

us prove that in the Schreier graph of the second action there is an isomorphic connected

component to the selected one. For that purpose we consider the infinite word ω00,1, that for

all k ≥ 1 satisfies the equalities







ω00,1[s, tk − 1] = 00,

. . .

ω00,1[s, tk − k + 1] = 00,

ω00,1[s, tk] = ω1[s, k].

(4)

Since 00 /∈ Di, 1 ≤ i ≤ s, the ω00,1 blocks whose numbers are not divisible by t will not be

changed under the action of the second map. And the blocks which numbers are divisible by

t will be changed in the same way as ω1 under the action of the first map. Thus, the connected

component of the Schreier graph of the second action which contains the vertex corresponding

to the word ω00,1 will be isomorphic to the connected component of the Schreier graph of the

first-action which contains the vertex corresponding to the word ω1.

Consequently, for arbitrary connected component of the Schreier graph of the first action

one can find an isomorphic connected component of the Schreier graph of the second action.

That is, the first action is Schreier-embedded into the second one.

Note that we leave as open a question about Schreier equivalence of these actions.

The main result now can be formulated as follows.

Theorem 3. Each action of series (2) is faithful.

Proof. Theorem 2 implies that the action (1) is a faithful action of the free product

G1 ∗ . . . ∗ Gs.

Theorem 1 implies that the action (1) is Schreier-embedded into each action of the series given

by equation (2). Hence by theorem 1 action (2) for all t ≥ 2 is faithful as well.

Then we obtain as a corollary the following result.

Corollary 1. For each t ≥ 1 the group Gt(G1, . . . , Gs) splits into the free product

G1 ∗ . . . ∗ Gs.
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Федорова М. Точнi дiї груп та графи Шраєра // Карпатськi матем. публ. — 2017. — Т.9, №2. — C.

202–207.

Кожна дiя скiнченно породженої групи на множинi однозначно визначає помiчений орiєн-

тований граф, який називається графом Шраєра цiєї дiї. Графи Шраєра переважно викори-

стовуються як iнструмент для встановлення геометричних i динамiчних властивостей вiдпо-

вiдних групових дiй. Зокрема, їх вони широко вживанi для перевiрки аменабельностi рiзнома-

нiтних класiв груп. В данiй статтi графи Шраєра вжито для побудови нових прикладiв точних

дiй вiльних добуткiв груп. Використовуючи графи Шраєра дiї груп наведено достатню умову

того, коли дiя групи є точною. Цей результат застосовано до скiнченно автоматних дiй на про-

сторах слiв, тобто до дiй, визначених скiнченними автоматами над скiнченними алфавiтами.

Показно, як будувати новi точнi автоматнi зображення груп за умови iснування такого зобра-

ження. Як приклад, побудовано нову злiченну серiю точних скiнченно автоматних зображень

вiльних добуткiв скiнченних груп. Отриманi результати можна розглядати, як ще один спосiб

побудувати новi точнi дiї груп за умови iснування хоча б однiєї такої дiї.

Ключовi слова i фрази: дiя групи, точна дiя, граф Шраєра, вiльний добуток, автоматна пiд-

становка.




