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and Schröder numbers

Taras Goy
Faculty of Mathematics and Computer Science, Vasyl Stefanyk Precarpathian National

University, 76018 Ivano-Frankivsk, Ukraine

Mark Shattuck*

Department of Mathematics, University of Tennessee, 37996 Knoxville, TN, USA

Received 14 April 2023, accepted 4 July 2023, published online 18 September 2023

Abstract

In this paper, we find formulas for the determinants of several Hessenberg matrices
whose nonzero entries are derived from the Catalan, Motzkin and Schröder number se-
quences. By a generalization of Trudi’s formula, we obtain equivalent multi-sum identities
involving sums of products of terms from these sequences. We supply both algebraic and
combinatorial proofs of our results. For the latter, we draw upon the combinatorial inter-
pretations of the Catalan, Motzkin and Schröder numbers as enumerators of certain classes
of first-quadrant lattice paths. As a consequence of our results and the arguments used to
establish them, one obtains both new formulas and combinatorial interpretations for some
well-known integer sequences, including the central binomial coefficients, grand Motzkin
numbers, Delannoy numbers and several entries from the On-Line Encyclopedia of Integer
Sequences.
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1 Introduction
LetCn = 1

n+1

(
2n
n

)
denote the n-th Catalan number for n ≥ 0. LetMn be the n-th Motzkin

number, which is given recursively by

Mn =
2n+ 1

n+ 2
Mn−1 +

3(n− 1)

n+ 2
Mn−2, n ≥ 2,
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with initial values M0 = M1 = 1. Let sn be the n-th small Schröder number, which
satisfies the recurrence

sn =
3(2n− 1)

n+ 1
sn−1 −

n− 2

n+ 1
sn−2, n ≥ 2,

with s0 = s1 = 1. Let Sn denote the n-th large Schröder number given by Sn = 2sn for
n ≥ 1, with S0 = 1. The first several terms of the sequences Mn and sn for n ≥ 0 are as
follows:

{Mn}n≥0 = {1, 1, 2, 4, 9, 21, 51, 127, 323, 835, 2188, . . .}

and

{sn}n≥0 = {1, 1, 3, 11, 45, 197, 903, 4279, 20793, 103049, 518859, . . .}.

See entries A000108, A001006, A001003 and A006318 in [23] for further information on
the sequences Cn, Mn, sn and Sn, respectively.

We will make use of in our proofs the formulas for the (ordinary) generating functions
given by

∑
n≥0

Cnx
n =

1−
√
1− 4x

2x
,

∑
n≥0

Mnx
n =

1− x−
√
1− 2x− 3x2

2x2
,

∑
n≥0

snx
n =

1 + x−
√
1− 6x+ x2

4x
,

∑
n≥0

Snx
n =

1− x−
√
1− 6x+ x2

2x
.

The sequencesCn,Mn, sn and Sn (and their generalizations) are enumerators of important
classes of first-quadrant lattice paths and several other related structures and as such arise
in various contexts within algebraic and enumerative combinatorics (see, e.g., [1, 3, 5–8,
16–18, 22, 24, 25] and references contained therein). Here, we will be interested in some
new combinatorial aspects of these sequences as it pertains to their occurrence in certain
Hessenberg matrices.

Relations involving determinants of matrices with entries from these sequences and
their generalizations have been an object of ongoing research. For example, Aigner [1]
showed that the determinant of the Hankel matrix

(
Mi+j

)n−1

i,j=0
equals 1 for all n ≥ 1,

whereas det
(
Mi+j+1

)n−1

i,j=0
is periodic with repeating block 1, 0,−1,−1, 0, 1. These re-

sults were extended by Cameron and Yip [4] who used combinatorial methods to evaluate
Hankel determinants for a sequence of sums of consecutive t-Motzkin numbers. The com-
parable determinant formulas for Schröder numbers are given by det

(
Si+j

)n−1

i,j=0
= 2(

n
2)

and det
(
Si+j+1

)n−1

i,j=0
= 2(

n+1
2 ). Extensions of these results in terms of various families of

Catalan-like sequences have been found; see, e.g., [9,20] and references contained therein.
In [7], Deutsch obtained the following Catalan number determinant formula:

tn = (−1)n−1

∣∣∣∣∣∣∣∣∣∣∣

C0 1 0 · · · 0
C1 C0 1 · · · 0

· · · · · · · · ·
. . . · · ·

Cn−2 Cn−3 Cn−4 · · · 1
Cn−1 Cn−2 Cn−3 · · · C0

∣∣∣∣∣∣∣∣∣∣∣
, n ≥ 1,
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where tn denotes the n-th Fine number, a result which was later generalized by the authors
(see [10, Formula 2.21]). In [14], some determinant formulas were proven for Toeplitz–
Hessenberg matrices with Motzkin and Riordan number entries and direct counting argu-
ments were provided. See [10–12] for comparable results involving the Catalan, Horadam
and tribonacci numbers and also [2] for further results concerning permanents in the Ho-
radam case. The determinant formulas involving the preceding sequences may also be
rewritten equivalently as identities involving sums of products of terms from the sequence
in question with multinomial coefficients. Finally, in [13], analogues of the results in the
current paper were found for subsequences of the Fibonacci and Lucas numbers wherein
the first column of a Toeplitz–Hessenberg matrix is allowed to contain terms from a differ-
ent sequence.

The organization of this paper is as follows. In the next section, we prove by algebraic
methods determinant identities for a certain class of Hessenberg matrices whose entries are
derived from the Catalan, Motzkin and Schröder number sequences. These results may
be expressed equivalently as identities involving sums of products (with multinomial co-
efficients) of terms from these sequences, by a generalization of Trudi’s formula. In the
third section, we provide combinatorial proofs of the aforementioned determinant identi-
ties, where we make use of the definition of a determinant as a signed sum over the set
of permutations of [n] = {1, . . . , n}. We draw upon various counting techniques, includ-
ing sign-reversing involutions, direct enumeration, recurrences and bijections between the
relevant combinatorial structures (mostly classes of lattice paths where certain steps have
been designated in some way). As a consequence of our results, we obtain new formulas
in terms of determinants of several well-known integer sequences. Moreover, by extending
our arguments, one can provide combinatorial explanations of a couple of related formulas
involving the grand Motzkin numbers.

2 Catalan, Motzkin and Schröder determinant identities
An n × n matrix Hn = (hij) is said to be (lower) Hessenberg if its entries above the
superdiagonal are all zero, i.e.,

Hn =


h11 h12 0 · · · 0
h21 h22 h23 · · · 0

· · · · · · · · ·
. . . · · ·

hn−1,1 hn−1,2 hn−1,3 · · · hn−1,n

hn1 hn2 hn3 · · · hnn

.

Consider the Hessenberg matrix of the form

Kn := Kn(a0; a1, . . . , an, k1, . . . , kn)=


k1a1 a0 0 · · · 0
k2a2 a1 a0 · · · 0

· · · · · · · · ·
. . . · · ·

kn−1an−1 an−2 an−3 · · · a0
knan an−1 an−2 · · · a1

, (2.1)

where a0 ̸= 0 and ai ̸= 0 for at least one i > 0. Such matrices have been studied, for
example, in [15,28]. Note that a Toeplitz–Hessenberg matrix is one that corresponds to the
case ki = 1 for all i ≥ 1 in (2.1).
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Expanding the determinant, first along the final row and then repeatedly along the final
column, we obtain the recurrence

det(Kn) = (−a0)n−1knan +

n−1∑
i=1

(−a0)i−1ai det(Kn−i), n ≥ 2, (2.2)

where det(K1) = k1a1.
The case when ki = i for all i in (2.1) turns out to be of interest, especially from

a combinatorial perspective. We investigate below several particular cases of Kn where
ki = i and will denote such matrices by An. That is, An is given by

An := An(a0; a1, . . . , an) =


a1 a0 0 · · · 0
2a2 a1 a0 · · · 0

· · · · · · · · ·
. . . · · ·

(n− 1)an−1 an−2 an−3 · · · a0
nan an−1 an−2 · · · a1

, (2.3)

and our primary focus will be on cases of An when a0 = ±1.
There is the following multinomial expansion of det(Kn), which can be shown by an

inductive argument using (2.2).

Lemma 2.1 ([15]). Let n be a positive integer. Then

det(Kn) =
∑
s̃=n

(−a0)n−|s|

|s|

(
|s|

s1, . . . , sn

)( n∑
i=1

siki

)
as11 a

s2
2 · · · asnn , (2.4)

where
( |s|
s1,...,sn

)
= |s|!

s1!···sn! , |s| = s1 + · · ·+ sn, s̃ = s1 + 2s2 + · · ·+ nsn and the sum is
over all n-tuples s = (s1, . . . , sn) of non-negative integers such that s̃ = n. In particular,
when ki = i for all i, we have

det(An) = n
∑
s̃=n

(−a0)n−|s|

|s|

(
|s|

s1, . . . , sn

)
as11 a

s2
2 · · · asnn . (2.5)

Remark 2.2. Note that [28, Equation 3] provides an alternative way of expressing (2.4) in
terms of triangular matrices (for more details concerning the calculus of triangular matrices
and its applications, see [27]). The case ki = 1 of (2.4) is often called Trudi’s formula (see,
e.g., [19, Theorem 1] or [21, page 214]), and thus one may properly refer to (2.4) as a
generalized Trudi’s formula. Finally, note that (2.5) can be found in [21, page 228].

The next result provides a connection between the generating function for the sequence
det(An) for n ≥ 1 and that of the underlying sequence an.

Lemma 2.3. Let f(x) =
∑

n≥1 det(An)x
n, where An is given by (2.3), and

h(x) = − 1

a0

∑
i≥1

aix
i.

Then we have

f(x) =
−a0xh′(−a0x)
1− h(−a0x)

. (2.6)
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Proof. Consider the bivariate generating function

g(x, y) =
∑
n≥1

xn
∑
s̃=n

(
|s|

s1, . . . , sn

)(
−a1
a0

)s1

· · ·
(
−an
a0

)sn

y|s|−1.

Comparing coefficients of y, we have g(x, y) = h(x)+h2(x)y+h3(x)y2+ · · · , and hence
g(x, y) = h(x)

1−yh(x) . Note that∫ 1

0

g(x, y)dy =
[
− ln(1− yh(x))

]y=1

y=0
= − ln(1− h(x)).

Thus, by (2.5), we have

f(x) =
∑
n≥1

det(An)x
n =

∑
n≥1

n(−a0x)n
∑
s̃=n

1

|s|

(
|s|

s1, . . . , sn

)(
−a1
a0

)s1

· · ·
(
−an
a0

)sn

= z
d

dz

(
− ln(1− h(z))

)∣∣
z=−a0x

=
−a0xh′(−a0x)
1− h(−a0x)

,

as desired.

For the sake of brevity, we will write D±(a1, a2, . . . , an) in place of
det (An(±1; a1, a2, . . . , an)). We have the following determinant identity formulas in-
volving the Catalan numbers.

Theorem 2.4. If n ≥ 1, then

D+(C0, C1, . . . , Cn−1) =

n−1∑
k=0

(−1)k
(
n+ k − 1

k

)
, (2.7)

D−(C0, C1, . . . , Cn−1) =

(
2n− 1

n

)
, (2.8)

D+(C1, C2, . . . , Cn) = (−1)n−1

(
2n− 1

n

)
, (2.9)

D−(C1, C2, . . . , Cn) = 22n−1 −
(
2n− 1

n

)
, (2.10)

D+(C2, C3, . . . , Cn+1) = (−1)n−1

(
2n

n

)
. (2.11)

Proof. We find, more generally, a formula for the generating function of det(An) when
ai = Ci+m for i ≥ 1, where a0 and m are arbitrary, from which (2.7) – (2.11) will follow
as special cases. First suppose m ≥ 0. Then h(x) as defined in Lemma 2.3 is given in this
case by

h(x) = − 1

a0

∑
i≥1

Ci+mx
i = − 1

a0xm

∑
i≥m+1

Cix
i = − 1

a0xm

(
C(x)−

m∑
i=0

Cix
i

)
,

where C(x) =
∑

i≥0 Cix
i. Hence,

h(−a0x) =
1

2(−a0)m+2xm+1

(
1 + 2a0x

m∑
i=0

Ci(−a0x)i −
√
1 + 4a0x

)
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and

h′(−a0x) =
mC(z)− zC ′(z) +

m∑
i=0

(i−m)Ciz
i

a0zm+1

∣∣∣
z=−a0x

=

−m
(

1−
√
1+4a0x
2a0x

)
+ 1+2a0x−

√
1+4a0x

2a0x
√
1+4a0x

+
m∑
i=0

(i−m)Ci(−a0x)i

am+2
0 (−x)m+1

=

m+ 1 + (4m+ 2)a0x+
(
2a0x

m∑
i=0

(i−m)Ci(−a0x)i −m− 1
)√

1 + 4a0x

2(−a0)m+3xm+2
√
1 + 4a0x

.

By (2.6), we have that f(x) =
∑

n≥1 det(An(a0;Cm+1, . . . , Cm+n))x
n is given by

f(x) =
−a0xh′(−a0x)
1− h(−a0x)

=

m+1+(4m+2)a0x+

(
2a0x

m∑
i=0

(i−m)Ci(−a0x)
i−m−1

)√
1+4a0x

2(−a0)m+2xm+1
√
1+4a0x

1− 1
2(−a0)m+2xm+1

(
1 + 2a0x

m∑
i=0

Ci(−a0x)i −
√
1 + 4a0x

)

=

m+ 1 + (4m+ 2)a0x+
(
2a0x

m∑
i=0

(i−m)Ci(−a0x)i −m− 1
)√

1 + 4a0x

1 + 4a0x+
(
2(−a0)m+2xm+1 − 1− 2a0x

m∑
i=0

Ci(−a0x)i
)√

1 + 4a0x
.

(2.12)

Taking a0 = 1, m = 0 in (2.12) gives

∑
n≥1

D+(C1, . . . , Cn)x
n =

1 + 2x−
√
1 + 4x

1 + 4x−
√
1 + 4x

=

√
1 + 4x− 1

2
√
1 + 4x

=
∑
n≥1

(−1)n−1

(
2n− 1

n

)
xn,

which yields (2.9), where we have used [26, Equation 2.5.11] in the third equality, together
with the fact

(
2n−1

n

)
= 1

2

(
2n
n

)
for n ≥ 1.

Taking a0 = −1, m = 0 in (2.12) gives

∑
n≥1

D−(C1, . . . , Cn)x
n =

1− 2x−
√
1− 4x

(1− 4x)
(
1−

√
1− 4x

) =
2x

1− 4x
− 1−

√
1− 4x

2
√
1− 4x

=
∑
n≥1

(
22n−1 −

(
2n− 1

n

))
xn,

which yields (2.10).
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Taking a0 = m = 1 in (2.12) gives∑
n≥1

D+(C2, . . . , Cn+1)x
n =

2 + 6x− 2(1 + x)
√
1 + 4x

1 + 4x− (1 + 2x)
√
1 + 4x

=

√
1 + 4x− 1√
1 + 4x

=
∑
n≥1

(−1)n−1

(
2n

n

)
xn,

which yields (2.11).
Now let ai = Ci−m, where we take Cj = 0 if j < 0 and m ≥ 1 is fixed. In this case,

we have

h(x) = − 1

a0

∑
i≥1

Ci−mx
i = −x

mC(x)

a0
,

so that

h(−a0x) =
(−a0)m−2xm−1

(
1−

√
1 + 4a0x

)
2

and

h′(−a0x) =
(−a0x)m−2

(
m− 1 + (4m− 2)a0x− (m− 1)

√
1 + 4a0x

)
2a0

√
1 + 4a0x

.

Hence, by (2.6), we have

f(x) =
∑
n≥1

det(An(a0;C1−m, . . . , Cn−m))xn

=

am−2
0 (−x)m−1(m−1+(4m−2)a0x−(m−1)

√
1+4a0x)

2
√
1+4a0x

1 +
am−2
0 (−x)m−1(1−

√
1+4a0x)

2

=
am−2
0 (−x)m−1

(
m− 1 + (4m− 2)a0x− (m− 1)

√
1 + 4a0x

)(
2 + am−2

0 (−x)m−1
)√

1 + 4a0x− am−2
0 (−x)m−1(1 + 4a0x)

. (2.13)

Taking a0 = m = 1 in (2.13) gives∑
n≥1

D+(C0, . . . , Cn−1)x
n =

2x

3
√
1 + 4x− 1− 4x

=
x
(
3 +

√
1 + 4x

)
2(2− x)

√
1 + 4x

=
∑
n≥1

xn
n−1∑
k=0

(−1)k
(
n+ k − 1

k

)
,

which yields (2.7), where the third equality can be shown by using the recurrence for bi-
nomial coefficients to determine an equation satisfied by the generating function of the
sequence.

Taking a0 = −1, m = 1 in (2.13) gives∑
n≥1

D−(C0, . . . , Cn−1)x
n =

2x

1− 4x+
√
1− 4x

=
1−

√
1− 4x

2
√
1− 4x

=
∑
n≥1

(
2n− 1

n

)
xn,

which yields (2.8) and completes the proof.
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By Theorem 2.4 and (2.5), we have the following Catalan number identities.

Corollary 2.5. If n ≥ 1, then

n
∑
s̃=n

(−1)|s|

|s|

(
|s|

s1, . . . , sn

)
Cs1

0 C
s2
1 · · ·Csn

n−1 =

n−1∑
k=0

(−1)n−k

(
n+ k − 1

k

)
, (2.14)

n
∑
s̃=n

1

|s|

(
|s|

s1, . . . , sn

)
Cs1

0 C
s2
1 · · ·Csn

n−1 =

(
2n− 1

n

)
, (2.15)

n
∑
s̃=n

(−1)|s|−1

|s|

(
|s|

s1, . . . , sn

)
Cs1

1 C
s2
2 · · ·Csn

n =

(
2n− 1

n

)
, (2.16)

n
∑
s̃=n

1

|s|

(
|s|

s1, . . . , sn

)
Cs1

1 C
s2
2 · · ·Csn

n = 22n−1 −
(
2n− 1

n

)
, (2.17)

n
∑
s̃=n

(−1)|s|−1

|s|

(
|s|

s1, . . . , sn

)
Cs1

2 C
s2
3 · · ·Csn

n+1 =

(
2n

n

)
. (2.18)

Let Gn denote the n-th grand Motzkin and Dn the n-th central Delannoy number for
n ≥ 0; see A002426[n] and A001850[n], respectively. We have the following analogous
results involving Motzkin and Schröder number determinants.

Theorem 2.6. If n ≥ 1, then

D+(M0,M1, . . . ,Mn−1) = (−1)n−1A113682[n− 1], (2.19)
D−(M0,M1, . . . ,Mn−1) = A055217[n− 1], (2.20)

D+(M1,M2, . . . ,Mn) = (−1)n−1Gn. (2.21)

Theorem 2.7. If n ≥ 1, then

D−(s0, s1, . . . , sn−1) = Dn−1, (2.22)

D+(s1, s2, . . . , sn) = (−1)n−1 ((n+ 1)Sn −Dn) , (2.23)
D−(s1, s2, . . . , sn) = A271197[n− 1], (2.24)

D+(S0, S1, . . . , Sn−1) = (−1)n−1Dn−1, (2.25)
D−(S0, S1, . . . , Sn−1) = A002002[n], (2.26)

D+(S1, S2, . . . , Sn) = (−1)n−1A002003[n]. (2.27)

Remark 2.8. Proofs comparable to the one presented above for Theorem 2.4 may be given
for Theorems 2.6 and 2.7, upon making use of the Motzkin and Schröder number gen-
erating function formulas. Analogues of (2.14) – (2.18) for Motzkin and Schröder num-
bers may also be stated, which we omit. Rounding out the results from Theorems 2.6 and
2.7, we observe that the sequences corresponding toD−(M1, . . . ,Mn),D+(s0, . . . , sn−1)
and D−(S1, . . . , Sn) do not occur in the OEIS nor did we find simple closed form ex-
pressions in these cases. One can find however recursive formulas for these sequences
based on combinatorial arguments comparable to those given for D−(M0, . . . ,Mn−1) and
D−(s1, . . . , sn), see proofs of (2.20) and (2.24) below.
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3 Combinatorial proofs
In this section, we provide combinatorial proofs of the formulas in Theorems 2.4, 2.6 and
2.7 by making use of the definition of a determinant as

det(A) =
∑
σ∈Sn

(−1)sgn(σ)a1,σ(1)a2,σ(2) · · · an,σ(n), (3.1)

where A = (ai,j) and sgn(σ) denotes the sign of the permutation σ. Note that if A is
Hessenberg, then one can restrict the sum in (3.1) to include only those permutations σ in
which every cycle of σ consists of a set of consecutive integers in increasing order (where
the smallest element is first in each cycle), as all other permutations are seen to contribute
zero towards the sum.

Upon arranging cycles in increasing order of their smallest elements and identifying
the (sequence of) various cycle lengths as parts, such σ are seen to be synonymous with
compositions of n. Thus, one may regard the sum in (3.1) when A is of the form in (2.1)
as being over the set of compositions of n that are weighted as follows. An initial part of
size i receives weight kiai, with all other parts of size i assigned the weight ai. If a0 = 1,
then the weight of a composition is defined as the product of the weights of its parts, with
its sign given by (−1)n−m, where m denotes the number of parts. If a0 = −1, then each
composition is weighted just as described above, but where there is now no sign (as the
sign of the associated permutation σ is cancelled out by the product of the superdiagonal
−1’s in the term corresponding to σ in (3.1)).

Suppose now that ai, ki are non-negative integers, with ai enumerating a discrete struc-
ture Ωi for each i ≥ 1 whose members have size i in some sense. In these cases, consider
overlaying every part of size i in a composition with a member of Ωi, where a part of size
i that starts a composition is designated in one of ki ways. That is, if σ = (σ1, . . . , σm)
with

∑
i≥1 σi = n and σi ≥ 1 for all i, then we overlay each σi with λi ∈ Ωσi

, where λ1
is designated in one of kσ1

ways. Next, we concatenate the λi to obtain λ = λ1 · · ·λm.
Finally, we mark the final point of each component λi within λ, which has the effect of
tracking the sequence of part sizes of σ while dividing λ into m identifiable sections. Let
Υn denote the set of all λ (marked and designated as described) which arise in this manner
as σ ranges over all compositions of n. Since each part σi for i > 1 within a composition
σ = (σ1, . . . , σm) is weighted by aσi

= |Ωσi
| (with σ1 weighted by kσ1

aσ1
), the over-

all weight of σ, which is given by the product of the weights of the σi for 1 ≤ i ≤ m,
yields the cardinality of the subset of Υn for which there are exactly m (marked) compo-
nents wherein the sequence of component sizes coincides with σ and the first component
is designated in one of kσ1 ways.

Thus, when a0 = −1, summing over all compositions σ of n as in (3.1) implies

det(Kn(−1; a1, . . . , an, k1, . . . , kn)) = |Υn|.

So given a sequence ai of cardinalities of the components Ωi and a non-negative sequence
ki, the task of computing det(Kn(−1; a1, . . . , an, k1, . . . , kn)) reduces to finding |Υn|.
Let Υn,m for 1 ≤ m ≤ n denote the subset of Υn whose members have exactly m marked
sections. Note that members of Υn,m arise from the compositions of n with m parts in the
sum (3.1), and hence they each receive a sign of (−1)n−m in the case when a0 = 1. Thus,
upon considering all possible m, we have that

det(Kn) = det(Kn(1; a1, . . . , an, k1, . . . , kn))
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gives the sum of signs of all members of Υn = ∪n
m=1Υn,m.

We will apply the preceding strategy in several cases where the constituent components
derived from the Ωi correspond to various classes of lattice paths. By a return within a
lattice path, we mean a step of any kind terminating on the x-axis. In forming a member
of Υn from the Ωi consisting of lattice paths, certain returns are to be marked, including
always the final return, and a step to the left of (possibly including) the first marked return is
to be designated (indicated by a particular step being circled in the proofs below). Further,
one may impose various restrictions on the paths themselves which belong to the Ωi, on the
types of returns that can be marked and on the kind of steps that can be designated. Here,
the Ωi will be derived from various classes of Catalan, Motzkin and Schröder paths and we
seek to determine the cardinality or find the sum of signs of the resulting set Υn in each
case.

Throughout this section, let σ(T ) denote the sum of signs of a signed structure T . When
a0 = 1, to simplify the computation of σ(Υn), one can define a sign-reversing involution ψ
on Υn as follows. Suppose that there is a non-terminal return of the type that can be marked
(which we will refer to as a changeable return) occurring somewhere to the right of the
circled step within λ ∈ Υn. We then either mark the rightmost changeable return or remove
the marking from it, leaving the rest of λ unchanged, to obtain ψ(λ). Then ψ reverses the
sign and it fails to be defined on the subset Υ′

n of Υn whose members contain only a single
marked return (i.e., the final return) and where there is no unmarked changeable return
occurring to the right of (and including) the circled step. Since Υ′

n ⊆ Υn,1, each member
of Υ′

n has sign (−1)n−1. It follows that det(Kn) is given by (−1)n−1|Υ′
n|. In this way,

the task of computing a determinant is reduced to one of finding the cardinality of a certain
class of restricted lattice paths.

There is another involution ϕ on Υn which provides a second expression for det(Kn).
Suppose λ ∈ Υn has at least two marked returns with at least one changeable return occur-
ring between the first and the last. Consider the leftmost changeable return of λ intermedi-
ate between the first and last marked returns and either mark it or remove the marking from
it. Let ϕ(λ) denote the resulting member of Υn. Note that ϕ reverses the sign and does
not result in a lattice path that fails to belong to Υn since the position of the first marked
return is unaltered. The involution ϕ is not defined on Υn,1 or on the subset Υ∗

n,2 of Υn,2

in which there are no (unmarked) changeable returns occurring between the two marked
returns. This implies the formula

det(Kn) = (−1)n−1|Υn,1|+ (−1)n−2|Υ∗
n,2| = (−1)n−1

(
|Υn,1| − |Υ∗

n,2|
)
.

Though it possible to extend ϕ (by applying ψ) to (Υn,1 −Υ′
n)∪Υ∗

n,2 and reach the same
expression obtained using ψ above, there are cases in the proofs below where it is more
convenient to enumerate the set Υn,1 ∪Υ∗

n,2 than it is to enumerate Υ′
n.

We now introduce notation and recall some terms that will be used in the following
proofs. Let L(n,m) denote the set of all lattice paths from (0, 0) to (n + m,n − m)
consisting of n up steps u = (1, 1) and m down steps d = (1,−1) and let L(n) =
∪n
i=0L(i, n − i). Let Dn for n ≥ 1 denote the subset of L(2n) whose members do not go

below the x-axis at any point, with D0 consisting of the single empty path of length zero.
Members of Dn are referred to as Dyck paths of semilength n and are enumerated by the
Catalan number Cn. A unit within π ∈ Dn refers to a subpath of π between two adjacent
returns (including the return step for the latter) or to the subpath of π consisting of all steps
up to the first return. That is, a unit is a section of π of the form uπ′d, where u starts and d
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ends on the x-axis and π′ is a possibly empty Dyck path. A member of Dn having only a
single unit, i.e., one of the form π = uπ′d, is said to be primitive.

We now provide combinatorial proofs of the formulas from Theorems 2.4, 2.6 and 2.7
above.

Proof of (2.7). Let Dn,k for 1 ≤ k ≤ n denote the subset of Dn whose members contain
k units. Consider the set D∗

n,k of marked members of Dn,k wherein a u step belonging to
the first unit is marked. Let D∗

n = ∪n
k=1D∗

n,k and define the sign of a member of D∗
n,k by

(−1)n−k. Then D+(C0, . . . , Cn−1) is seen to give σ(D∗
n), by the discussion above. To

complete the proof, it suffices to demonstrate the equality

|D∗
n,k| =

(
2n− k − 1

n− 1

)
, 1 ≤ k ≤ n, (3.2)

for then we would have

D+(C0, . . . , Cn−1) =

n∑
k=1

(−1)n−k

(
2n− k − 1

n− 1

)
=

n−1∑
k=0

(−1)k
(
n+ k − 1

k

)
,

as desired.
To show (3.2), first suppose ρ ∈ D∗

n,k is decomposed into units as ρ = ρ(1) · · · ρ(k),
where |ρ(j)| = ij for 1 ≤ j ≤ k and |π| denotes the semilength of a Dyck path π. Note
that there are Cij−1 possibilities for ρ(j) if j ≥ 2 and i1Ci1−1 =

(
2i1−2
i1−1

)
possibilities for

ρ(1) if j = 1. Since
∑k

j=1 ij = n, it follows that |D∗
n,k| equals the coefficient of xn−k in

1√
1−4x

C(x)k−1. By [26, Eqn. 2.5.15], we have

1√
1− 4x

C(x)k−1 =
∑
n≥0

(
2n+ k − 1

n

)
xn, k ≥ 1,

which has a combinatorial proof in additional to an analytical one. Thus, we have

[xn−k]

(
1√

1− 4x
C(x)k−1

)
=

(
2(n− k) + k − 1

n− k

)
=

(
2n− k − 1

n− 1

)
,

which establishes (3.2) and completes the proof.

Proof of (2.8) and (2.9). We first show (2.9). Let An denoted the set of marked, circled
Dyck paths of semilength n in which (i) returns to the x-axis may be marked, (ii) the final
return is always marked and (iii) some u prior to the first marked return is circled. Define
the sign of λ ∈ An as (−1)n−µ(λ), where µ(λ) denotes the number of marked returns.
Then D+(C1, . . . , Cn) is seen to give σ(An). We apply to An the general involution ψ
defined above on Υn. Then the set A′

n of survivors of the involution in this case consists of
those members of An in which only the final return is marked and the circled u lies in the
last unit. Considering the semilength i of the last unit implies |A′

n| =
∑n

i=1 iCi−1Cn−i,
with each member of A′

n having sign (−1)n−1.
To establish (2.9), we show combinatorially the formula

∑n
i=1 iCi−1Cn−i =

(
2n−1

n

)
for n ≥ 1. Upon subtracting Cn =

∑n
i=1 Ci−1Cn−i from both sides, and re-indexing the

resulting summation, we show equivalently
n−1∑
i=1

iCiCn−i−1 =

(
2n− 1

n

)
− Cn, n ≥ 2. (3.3)
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Let S be the set of ordered pairs (α, β), where α ∈ Di for some i ∈ [n−1] wherein a u step
within α is marked and β ∈ Dn−i−1. Let T be the subset of L(n, n− 1) whose members
go below the x-axis at least once. Then |S| and |T | are seen to be given by the left and right
sides of (3.3), respectively. So to show (3.3), it suffices to define a bijection f between S
and T . We first transform α within (α, β) ∈ S as follows. Write α = α′uα′′, where the u
indicated is the one that is marked. Given a lattice path π with u and d steps, let r̃ev(π) be
obtained from π by reading π backwards and replacing each u with d and each d with u.
Let g(α) = r̃ev(α′)ur̃ev(α′′), where the indicated u is now no longer marked. Then g(α)
is an arbitrary lattice path from (0, 0) to (2i, 2), and the mapping g may be reversed by
considering the minimum y-coordinate m of all the points on a path and then the rightmost
point whose y-coordinate is m. Now define f by setting f(α, β) = βdg(α). Note that the
mapping f may be reversed by considering the x-coordinate 2(n−i)−1, where i ∈ [n−1],
of the leftmost point whose y-coordinate is −1. Then it is seen that f provides the desired
bijection between S and T , which establishes (3.3) and completes the proof of (2.9).

To show (2.8), consider overlaying each part of size j in a (weighted) composition
appearing in the expansion of D−(C0, . . . , Cn−1) with a primitive member of Dj for each
j ≥ 1. Then D−(C0, . . . , Cn−1) equals the cardinality of the set of marked members
of Dn wherein an up step belonging to the first unit is marked. Upon considering the
semilength i of the first unit, one has that this cardinality is given by

∑n
i=1 iCi−1Cn−i.

By the combinatorial argument above, this was shown to equal
(
2n−1

n

)
, which implies

(2.8).

Proof of (2.10). Let An be as in the proof of (2.9). Then we have D−(C1, . . . , Cn) =
|An|, so we need to show |An| = 1

2

(
22n −

(
2n
n

))
. Let Yn denote the subset of L(2n)

whose members terminate at a positive height. By symmetry, we have |Yn| =
1
2

(
22n −

(
2n
n

))
, so to complete the proof of (2.10), it suffices to define a bijection be-

tween An and Yn. To do so, let λ ∈ An be decomposed as λ = λ(1) · · ·λ(k), where k ≥ 1,
each λ(j) for j ∈ [k] is a nonempty Dyck path whose final unit is marked, some u step
in λ(1) is circled and the sum of the semilengths of the λ(j) is n. Consider applying the
bijection g from the proof of (2.9) above to λ(1) to obtain ρ = g(λ(1)) ∈ L(i + 1, i − 1),
where |λ(1)| = i.

To ρ, we apply a mapping h defined as follows. If ρ is first-quadrant (i.e., lies com-
pletely on or above the x-axis), then let h(ρ) = ρ. Otherwise, ρ achieves a minimum height
of m for some m ≤ −1 and consider the rightmost point on ρ whose y-coordinate is m.
This leads to a decomposition of ρ as ρ = ρ′u2ρ′′, where ρ′ ends at height m and uρ′′ is
first-quadrant (when positioned so that its starting point is the origin). Then define h in this
case by setting h(ρ) = r̃ev(ρ′)u2ρ′′ and note that h(ρ) has final height 2k := −2m+2 ≥ 4.
Then h is seen to be a bijection between L(i+ 1, i− 1) and the set of first-quadrant lattice
paths with 2i steps whose final height is positive. Note that if such a path has final height
2k, where k ≥ 2, then h can be reversed by considering the position of the rightmost u
having starting height k − 1.

We now define a mapping ℓ between An and Yn. Let λ
(j)

for 2 ≤ j ≤ k be obtained
from λ(j) by reflecting the final unit of λ(j) in the x-axis, leaving all other units of λ(j)

unchanged. Define ℓ(λ) = λ
(2)· · ·λ(k)h(ρ), where the various lattice paths are understood

to be concatenated. Note that h(ρ) = hg(λ(1)) is first-quadrant with 2i steps and ending
at a positive height, whence ℓ(λ) ∈ Yn. To reverse ℓ, consider the position of the right-
most “negative” unit (if it exists) as well as the number of such units within π ∈ Yn. The
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remaining portion of π to the right of the last negative unit must be nonempty and deter-
mines the path h(ρ), from which λ(1) can be obtained by reversing the bijections h and g.
Thus, we have that ℓ yields the desired bijection between An and Yn, which completes the
proof.

Proof of (2.11). We may assume n ≥ 2. Let Bn,k denote the set of marked ordered k-
tuples λ = (λ1, . . . , λk), where each λi is a Dyck path having semilength at least two such
that

∑k
i=1 |λi| = n + k wherein the r-th up step (from the left) of λ1 is marked for some

1 ≤ r ≤ |λ1| − 1. Define the sign of λ ∈ Bn,k by (−1)n−k and let Bn = ∪n
k=1Bn,k.

Then we have that σ(Bn) is given by D+(C2, . . . , Cn+1). We first define a sign-reversing
involution on Bn based on the final component of λ as follows:

(a) λk = αβ, |α| ≥ 2 and β a unit ↔ λk = α, λk+1 = udβ,

(b) λk = uαd, |α| ≥ 2 ↔ λk = α, λk+1 = u2d2,

where it is assumed k ≥ 2 in both cases and all other components of λ remain unchanged.
Note that since k ≥ 2, the position of the marked u in the first component does not present
an issue.

We can however extend the involution above to some cases when k = 1 as follows. Let
λ = (λ1) ∈ Bn,1. If λ1 = αβ, where |α| ≥ 2 and β is a unit and the r-th u step of λ1 is
marked for some 1 ≤ r ≤ |α| − 1, then one may apply (a) in this case where λ1 = α on
the right side is understood to have its r-th u marked. On the other hand, if λ1 is primitive
with λ1 = uαd, then we may apply (b) in this case, provided the r-th u of λ1 is marked for
some 1 ≤ r ≤ n− 1.

The involution on Bn is then not defined in cases where k = 1 and (i) λ1 = αβ, with
|α| ≥ 1, β a unit and either the final u in α or one of the first |β| − 1 u’s in β is marked, or
(ii) λ1 = uαd, with the n-th u of λ1 marked. This yields

∑n
i=1 iCi−1Cn−i+1 possibilities

in (i), where i = |β|, and Cn possibilities in (ii), where the sign of all members in both
cases is (−1)n−1. Thus, to complete the proof, we must show combinatorially

n∑
i=1

iCi−1Cn−i+1 =

(
2n

n

)
− Cn, n ≥ 1. (3.4)

Above, it was shown
∑n

i=1 iCi−1Cn−i =
(
2n−1

n

)
, i.e.,

n−1∑
i=1

iCi−1Cn−i =

(
2n− 1

n

)
− nCn−1.

Upon replacing n with n− 1 in (3.4), we then need to show(
2n− 2

n− 1

)
− Cn−1 =

(
2n− 1

n

)
− nCn−1.

However, we have(
2n− 1

n

)
− nCn−1 =

(
2n− 1

n

)
−
(
2n− 2

n− 1

)
=

(
2n− 2

n

)
=

(
2n− 2

n− 1

)
− Cn−1,

with each of the preceding three equalities understood combinatorially by standard argu-
ments, which completes the proof.
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Before proving the results of Theorem 2.6 concerning Motzkin number determinants,
we introduce some further terminology and notation. Let Mn denote the set of lattice
paths from (0, 0) to (n, 0) using u, d and h = (1, 0) steps that never dip below the x-axis.
Members of Mn are referred to as Motzkin paths of length n and are enumerated by Mn.
A low h step is one joining the points (i− 1, 0) and (i, 0) along the x-axis for some i > 0.
Let Rn denote the subset of Mn consisting of those paths which contain no low h steps.
Members of Rn are referred to as Riordan paths and are enumerated by the n-th Riordan
number Rn; see, e.g., A005043 in [23].

A unit within π ∈ Mn will refer to either a single low h or a subpath of π of the form
uπ′d, where u starts and d ends on the x-axis and π′ is a possibly empty Motzkin path.
Note that a low h step is implicitly also considered as a return to the x-axis. Let Gn denote
the set of all lattice paths from (0, 0) to (n, 0) consisting of u, d and h = (1, 0) steps where
one is allowed to go below the x-axis. Note that |Gn| = Gn for all n ≥ 0, with members
of Gn being referred to as grand Motzkin paths.

Proof of (2.19) and (2.20). Let En denote the set of marked, circled members of Mn in
which low h’s may be marked, the final step is a marked low h and some step to the
left of (and including) the first marked low h is circled. Let En,k for 1 ≤ k ≤ n de-
note the subset of En whose members contain exactly k marked low h’s. Define the sign
of a member of En,k as (−1)n−k. Then we have D−(M0, . . . ,Mn−1) = |En|, whereas
D+(M0, . . . ,Mn−1) = σ(En). Let un = |En| for n ≥ 1. To show un = A055217[n− 1],
we demonstrate that the two sequences have the same generating function, where the latter
is defined as the coefficients in a certain infinite series expansion, namely,∑

n≥0

A055217[n]xn =
1 + x−

√
1− 2x− 3x2

2x(1− 2x− 3x2)
.

To do so, first note that un satisfies the recurrence

un = nMn−1 +

n−1∑
i=1

Mi−1un−i, n ≥ 1, (3.5)

upon considering whether a member of En has one or more marked low h’s and, if there is
more than one, the number of steps i− 1 where i ∈ [n− 1] between the final two marked
low h’s. Note that ∑

n≥1

Mn−1x
n =

1− x−
√
1− 2x− 3x2

2x
,

and hence ∑
n≥1

nMn−1x
n =

1− x−
√
1− 2x− 3x2

2x
√
1− 2x− 3x2

.

Multiplying both sides of (3.5) by xn, summing over n ≥ 1 and solving for
∑

n≥1unx
n

then yields∑
n≥1

unx
n =

1− x−
√
1− 2x− 3x2

1− 2x− 3x2 + (3x− 1)
√
1− 2x− 3x2

=
1 + x−

√
1− 2x− 3x2

2(1− 2x− 3x2)

=
∑
n≥1

A055217[n− 1]xn,
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which implies (2.20).
To show (2.19), first consider applying the general involution ϕ defined above to En.

The set of survivors of this involution consists of En,1 along with members of En,2 in which
there are no (unmarked) low h’s occurring between the two marked low h’s. This implies

D+(M0, . . . ,Mn−1) = (−1)n−1

(
nMn−1 −

n−1∑
i=1

iMi−1Rn−i−1

)
,

upon considering the position i of the first marked low h to enumerate the members of En,2
in question.

Recall that one of the combinatorial properties of the sequence A113682[n] is that it is
given explicitly as A113682[n] =

∑n
k=0RkGn−k for all n ≥ 0. Thus, to complete the

proof of (2.19), it suffices to show

A113682[n− 1] = nMn−1 −
n−1∑
i=1

iMi−1Rn−i−1,

i.e.,

(n+ 1)Mn =

n−1∑
i=0

(i+ 1)MiRn−i−1 +

n∑
k=0

RkGn−k, n ≥ 1. (3.6)

To prove (3.6), we first develop a combinatorial interpretation for the sequence (n+1)Mn

in terms of grand Motzkin paths as follows. Let G∗
n denote the subset of Gn whose members

end in u. Given π ∈ Mn and i ∈ [n]0 = [n]∪{0}, write π = π′π′′, where π′ is the subpath
of π consisting of its first i steps (note π′ = ∅ if i = 0). Let π∗ = r̃ev(π′)dr̃ev(π′′)u, where
r̃ev(ρ) for a subpath ρ of a Motzkin path is obtained from ρ by reading the sequence of steps
in ρ backwards and replacing each u with d and d with u, leaving all h steps unchanged.
It is seen that the mapping (π, i) 7→ π∗ may be reversed by considering the position of the
leftmost minimum point within a member of G∗

n+2, and hence it defines a bijection from
Mn × [n]0 to G∗

n+2.
Using this interpretation for (n+ 1)Mn, one can now readily explain (3.6) combinato-

rially. First suppose λ ∈ G∗
n+2 can be decomposed as λ = λ′hλ′′, where λ′ ∈ Rn−i−1 and

λ′′ ∈ G∗
i+2 for some i ∈ [n − 1]0. Considering all possible i implies that the first sum on

the right side of (3.6) counts all members of G∗
n+2 in which a low h occurs prior to the first

negative step. Otherwise, λ ∈ G∗
n+2 can be expressed as λ = λ′dλ′′u for some λ′ ∈ Rk

and λ′′ ∈ Gn−k. Considering all possible k ∈ [n]0 gives the second sum on the right side
of (3.6), which completes the proof.

Proof of (2.21). Let Fn denote the set of marked, circled members of Mn in which units
(including low h’s) may be marked, the last unit is marked and some step to the left of
or belonging to the first marked unit is circled. Let Fn,k denote the subset of Fn whose
members contain k marked units. Define the sign of π ∈ Fn,k by (−1)n−k for 1 ≤ k ≤ n
and it is seen D+(M1, . . . ,Mn) = σ(Fn). Let F ′

n denote the set of survivors in Fn when
the general involution ψ above is applied to Fn. Note that F ′

n consists of those π ∈ Fn,1

expressible as π = π∗α, where α is a unit in which one of the steps is circled. We define a
mapping ρ between F ′

n and Gn as follows. If the final step of α is circled (note this covers
the case when α is a single low h), then let ρ(π) = π. So assume some step of α other than
the last is circled and write α = uβγd, where the final step of the subpath uβ is circled
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and β or γ (possibly both) may be empty. Note that β = ∅ corresponds to the case when
the first step of α is circled, whereas γ = ∅ implies the penultimate step of α is circled.
Define ρ(π) = π∗dr̃ev(β)ur̃ev(γ) for π = π∗uβγd as described. Then ρ(π) ∈ Gn −Mn

and ρ may be reversed by considering the rightmost occurrence of the minimum (negative)
height since α is a unit. One may then verify that the (composite) mapping ρ is a bijection
between F ′

n and Gn, which implies (2.21).

We introduce now some further terms before proving the final set of identities involving
Schröder numbers. Let Pn denote the set of lattice paths from (0, 0) to (2n, 0) using u, d
and h = (2, 0) steps that do not go below the x-axis at any point. Members of Pn are
referred to as Schröder paths of semilength n and are enumerated by the large Schröder
number Sn. Note that the semilength of a member of Pn equals half the sum of the numbers
of u and h steps (or, equivalently, of d and h steps). The terms unit and low hwill be used in
the same way with regard to Schröder as they were before with regard to Motzkin paths. Let
Qn denote the subset of Pn whose members contain no low h steps, which are enumerated
by the small Schröder number sn. Finally, the set of all lattice paths from (0, 0) to (2n, 0)
using u, d and h = (2, 0) steps will be denoted here by Nn, the members of which are
called Delannoy paths. Recall |Nn| = Dn for all n ≥ 0; see, e.g., A001850 in [23].

Proof of (2.22), (2.23) and (2.25). Let Hn be the set of marked Schröder paths of semi-
length n ending in h in which some u or h step to the left of (and including) the leftmost
low h is marked. Upon overlaying each part of sizem in a composition of nwith a member
of Qm−1 followed by h, it is seen D−(s0, . . . , sn−1) = |Hn|. Suppose the leftmost low h
terminates at (2i, 0) for some i within a member of Hn. Allowing i to vary over [n] then
implies

|Hn| = nsn−1 +

n−1∑
i=1

isi−1Sn−i−1, n ≥ 1,

upon considering separately the cases i = n or i < n. Replacing n with n + 1, we thus
need to show

(n+ 1)sn +

n−1∑
i=0

(i+ 1)siSn−i−1 = Dn, n ≥ 0. (3.7)

Note that Sn = sn+
∑n−1

i=0 siSn−i−1, upon considering the position of the first low h (if it
exists) within a member of Pn. Upon subtracting Sn from both sides of (3.7), to complete
the proof of (2.22), one can show alternatively

nsn +

n−1∑
i=1

isiSn−i−1 = Dn − Sn, n ≥ 1. (3.8)

To establish (3.8), we argue that the left-hand side enumerates Nn−Pn, i.e., the subset
of Nn whose members contain negative steps. Note that λ ∈ Nn − Pn implies that it can
be expressed as λ = ατβ, where α and β (each possibly empty) consist of units of the
form uγd with γ allowed to empty and τ is nonempty and starts with d or h, ends with u
or h and goes below the x-axis. We will refer to τ as the central section of λ. Given n ≥ 2
and i ∈ [n − 1], let Xn,i denote the set of ordered triples µ = (ρ, σ, r), where ρ ∈ Qi,
σ ∈ Pn−i−1 and r ∈ [i], and hence | ∪n−1

i=1 Xn,i| =
∑n−1

i=1 isiSn−i−1. We transform triples
in Xn,i into members of Nn − Pn as follows. We first mark the r-th u or h step (from the



T. Goy et al.: Determinant identities for the Catalan, Motzkin and Schröder numbers 17

left) within ρ ∈ Qi. Consider the unit ρ′ of ρ in which the marked step lies and we express
ρ as ρ = αρ′β. Further, we decompose ρ′ as uγδd, where the last step of the subpath uγ is
marked, with γ or δ possibly empty.

We now convert µ to the Delannoy path µ∗ given by

µ∗ = αr̃ev(γ)dσur̃ev(δ)hβ,

where r̃ev(π) is defined for a Schröder path π in the same way as it was for a Motzkin
path. One may verify µ∗ ∈ Nn − Pn with central section r̃ev(γ)dσur̃ev(δ)h. Note that
σ in the decomposition above coincides with the subpath of µ∗ starting with the first and
ending with the last global minimum point. Then the mapping µ 7→ µ∗ may be reversed by
considering the positions of the first and last global minimum points within a member of
Nn − Pn whose central section ends in h. Thus, the mapping µ 7→ µ∗ is a bijection from
∪n−1
i=1 Xn,i to members of Nn − Pn whose central section ends in h, and hence there are∑n−1
i=1 isiSn−i−1 such members of Nn − Pn.
Let Xn,n denote the set of marked ρ ∈ Qn wherein some u or h step is marked, and

hence |Xn,n| = nsn. Suppose again that the marked step lies within the unit ρ′ of ρ. We
then decompose ρ and ρ′ as before and define

ρ∗ = αr̃ev(γ)dr̃ev(δ)uβ.

Similar to before, one may verify that the mapping ρ 7→ ρ∗ is a bijection from Xn,n to
members of Nn − Pn whose central section ends in u. Combining the mappings µ 7→ µ∗

and ρ 7→ ρ∗ then yields a bijection between ∪n
i=1Xn,i and Nn − Pn, which implies (3.8)

and completes the proof of (2.22).
To show (2.23), let Q∗

n be obtained from the members of Qn by marking some subset
of the returns, including the final return, and circling a u or h step to the left of the first
marked return. Let Q∗

n,k denote the subset of Q∗
n whose members contain k marked returns

and define the sign of a member of Q∗
n,k by (−1)n−k. Then D+(s1, . . . , sn) = σ(Q∗

n) and
consider applying the involution ϕ defined above to Q∗

n. Note that the set of survivors
consists of Q∗

n,1, together with the members of Q∗
n,2 in which there are no returns between

the two marked returns. The sum of the signs of the survivors is then given by

(−1)n−1nsn + (−1)n−2
n−1∑
i=1

isiSn−i−1 = (−1)n−1 (nsn − (Dn − Sn − nsn))

= (−1)n−1((n+ 1)Sn −Dn),

by (3.8), which implies (2.23). Note that the fact Sn = 2sn for n ≥ 1, which was used
in the second equality, may be realized bijectively from the combinatorial definition of the
two sequences.

Finally, for (2.25), let P∗
n be obtained from the members of Pn that end in h by marking

some subset of the low h’s, including the terminal h, and then circling a u or h to the left
(and including) the first marked low h. Let P∗

n,k denote the subset of P∗
n whose members

contain k marked low h steps and define the sign of a member of P∗
n,k by (−1)n−k. Then

we have D+(S0, . . . , Sn−1) = σ(P∗
n) and consider applying the involution ψ to P∗

n. The
survivors of the involution each have sign (−1)n−1 and can be expressed as either π = π′h,
where π′ ∈ Qn−1, or as π = αhπ′h, where α and π′ are Schröder paths, π′ contains no
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low h’s and either may be empty. Further, in both cases, some u or h step within π′h is
circled. Then the mapping from the set of survivors of ψ which leaves π in the first case
unchanged and replaces π in the second case by π′hαh is a bijection with Hn, and hence
the survivors number Dn−1, which yields (2.25).

Proof of (2.24) and (2.26). First note that D−(s1, . . . , sn) = |Q∗
n| and

D−(S0, . . . , Sn−1) = |P∗
n|

for all n ≥ 1, where Q∗
n and P∗

n are as in the preceding proof. Let un = |Q∗
n| and observe

that un satisfies the recurrence

un = nsn +

n−1∑
i=1

siun−i, n ≥ 1,

upon considering the position of the first marked return within a member of Q∗
n. Proceeding

as in the proof of (2.20) above, and making use of the generating function formula

∑
n≥1

snx
n =

1− 3x−
√
1− 6x+ x2

4x
,

we have∑
n≥1

unx
n =

1− 3x−
√
1− 6x+ x2

1− 6x+ x2 + (7x− 1)
√
1− 6x+ x2

=
∑
n≥1

A271197[n− 1]xn,

which implies (2.24).
To show (2.26), first recall A002002[n] = 1

2 (Dn − Dn−1) for n ≥ 1. Thus, by
symmetry, we have that A002002[n] gives the cardinality of the subset N ′

n of Nn whose
members start with u. To establish (2.26), we then define a bijection p between P∗

n and
N ′

n. Assume in this proof that some d or h step to the left of (and including) the first low
h within a member of P∗

n is circled, instead of a u or h step (note the resulting set is of the
same cardinality, which we again call P∗

n, by a slight abuse of notation). Let λ ∈ P∗
n, which

we decompose as λ = λ′hλ(1)h · · ·λ(k)h, where λ′ and the λ(i) are Schröder paths, each
marked low h step is underlined, some d or h within λ′h is circled and k = 0 is possible
(in which case λ = λ′h). First suppose that the circled step is the leftmost marked low h
(i.e., the first underlined h in the decomposition of λ above). Then let p(λ) in this case be
given by p(λ) = uλ′duλ(1)d · · ·uλ(k)d.

On the other hand, if the circled step lies within λ′, then write λ′ = ρ x⃝τ , where x = d
or h and ρ or τ may be empty. Define p(λ) in this case by

p(λ) = ur̃ev(ρ)dr̃ev(τ)yuλ(1)d · · ·uλ(k)d,

where y = u or h depending on whether x = d or h. By considering the semilength of
the first unit within a member of N ′

n ∩Qn or the position of the rightmost negative step or
low h (as well as the position of the first minimum point) within a member of N ′

n − Qn,
one can reverse both cases of the mapping p. Since each case of p is seen to be onto its
respective codomain, we have that p yields the desired bijection between P∗

n and N ′
n, which

completes the proof.
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Proof of (2.27). Let Jn denote the set of marked, circled Schröder paths of semilength
n in which some subset of the returns is marked, including the final return, and a d or
h step to the left of the first marked return is circled. Define the sign of a member
π ∈ Jn as (−1)n−µ(π), where µ(π) denotes the number of marked returns of π. We have
D+(S1, . . . , Sn) = σ(Jn) and consider applying the involution ψ to Jn. Then the mem-
bers of the set J ′

n of survivors ofψ each have sign (−1)n−1 and are expressible as π = τπ∗,
where τ is a possibly empty Schröder path, π∗ is a unit and some d or h step in π∗ is cir-
cled. From the generating function formulas, it is seen A002002[n] + A002003[n] = Dn

for n ≥ 1, and hence A002003[n] enumerates the subset of Nn whose members start with
d or h. By symmetry, this is equivalent to counting members of Nn that end in d or h, the
set of which we denote by N̂n.

To establish (2.27), we define a bijection q between J ′
n and N̂n. If the final step of

the unit π∗ is circled (which covers the case when π∗ consists of a single low h), then let
q(π) = π. Otherwise, write π∗ = uα x⃝βd, where x = d or h and α or β may be empty.
In this case, let q(π) = τdβuαx, where x is the same as the circled step in π∗. Note
that q may be reversed by considering whether or not a member of N̂n contains a negative
step, and if it does, considering further the positions of the leftmost negative step and the
rightmost point on a path for which the y-coordinate is a minimum. Hence, q yields the
desired bijection between J ′

n and N̂n, which completes the proof.

Remark 3.1. From the preceding arguments, one obtains new combinatorial interpreta-
tions of such sequences as the central binomial coefficients, grand Motzkin numbers, De-
lannoy numbers, A113682[n], A002002[n] and A002003[n] as well as perhaps the first
such interpretation of the sequences A055217[n] and A271197[n].

Extending the arguments above yields combinatorial proofs of a couple of relations
between Motzkin and grand Motzkin numbers which do not seem to have been previously
given.

Combinatorial proofs of two related identities

We provide proofs of the following formulas:

2Gn = (n+ 2)Mn − nMn−1, n ≥ 1, (3.9)
(n+ 1)Mn = Gn+1 −Rn+1, n ≥ 1. (3.10)

To show (3.9), we first write it more strategically as

nMn = Gn + (n− 1)Mn−1 +Gn −Mn − (Mn −Mn−1), (3.11)

where we may assume n ≥ 3. Let M∗
n denote the set of marked members of Mn wherein

some step is marked. We argue that both sides of (3.11) count the members of M∗
n, the

left clearly doing so. For the right, note first that there are Gn members of M∗
n where

the marked step lies in the final unit, by the bijection ρ used in the proof of (2.21) above.
Further, there are clearly (n− 1)Mn−1 members of M∗

n ending in h whose marked step is
not the final h. So suppose π ∈ M∗

n does not end in h with its marked step not lying in the
final unit of π. Upon considering the length n−i of the final unit of π where 1 ≤ i ≤ n−2,
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it follows that there are
∑n−2

i=1 iMiMn−i−2 such members of M∗
n. To complete the proof

of (3.11), we then establish via a combinatorial argument the formula

n−2∑
i=1

iMiMn−i−2 = Gn −Mn − (Mn −Mn−1), n ≥ 3. (3.12)

To do so, consider the set S of ordered pairs (α, β), where α ∈ Mi, the j-th step of
α is marked for some j ∈ [i], β ∈ Mn−i−2 and i can be any element of [n − 2]. Then
clearly S is enumerated by the left-hand side of (3.12) and we define a mapping f between
S and Gn−Mn. Suppose (α, β) ∈ S and that α can be decomposed as α = α′sα′′, where
s is the marked step of α. Let f(α, β) = r̃ev(α′s)dr̃ev(α′′)uβ, which is seen to belong to
Gn−Mn since the middle d step must terminate at a negative height. Further, the mapping
f can be reversed upon considering the first occurrence of the minimum height m < 0 and
the position of the rightmost negative step. Note that all members of Gn −Mn belong to
the range of f except for those starting with d for which m = −1, i.e., those expressible as
υ = dσuτ , where σ and τ are Motzkin paths such that |σ|+ |τ | = n− 2. Let υ′ = uσdτ
and the mapping υ 7→ υ′ is a bijection with the subset of Mn whose members start with u,
which number Mn −Mn−1, by subtraction. Thus, it has been demonstrated that there is a
bijection between S and a subset of Gn −Mn whose cardinality is given by the right-hand
side of (3.12), which completes the proof of (3.9).

Next observe that the right side of (3.10) is the cardinality of Gn+1−Rn+1, which is the
set of grand Motzkin paths of length n + 1 that contain a negative or low h step (possibly
both). To prove (3.10), it suffices to show that the right side of (3.6) also enumerates
Gn+1 − Rn+1. Let π ∈ Gn+1 − Rn+1. First suppose π is expressible as π = π′hπ′′,
where π′ ∈ Rn−i and π′′ ∈ Gi. Considering all possible 0 ≤ i ≤ n then yields the second
sum on the right side of (3.6), upon replacing i with n − k. Note that this accounts for all
members of Gn+1 − Rn+1 in which a low h occurs earlier than any negative steps. Now
suppose a negative step occurs in π earlier than any low h. Then we have π = π′π′′, where
π′ ∈ Rn−i−1, π′′ ∈ Gi+2 starts with d and 0 ≤ i ≤ n − 1. In the proof of (2.19), it
was shown that there are (i+ 1)Mi members of Gi+2 that end with u, and hence the same
number that start with d, upon applying the r̃ev operation. Considering all possible i then
accounts for the first sum on the right side of (3.6) and completes the proof of (3.10).
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bers, Discrete Appl. Math. 156 (2008), 2781–2789, doi:10.1016/j.dam.2007.11.014, https:
//doi.org/10.1016/j.dam.2007.11.014.

[7] E. Deutsch, Dyck path enumeration, Discrete Math. 204 (1999), 167–202, doi:
10.1016/S0012-365X(98)00371-9, https://doi.org/10.1016/S0012-365X(98)
00371-9.

[8] R. Donaghey and L. W. Shapiro, Motzkin numbers, J. Comb. Theory, Ser. A 23
(1977), 291–301, doi:10.1016/0097-3165(77)90020-6, https://doi.org/10.1016/
0097-3165(77)90020-6.

[9] M. Elouafi, A unified approach for the Hankel determinants of classical combinatorial num-
bers, J. Math. Anal. Appl. 431 (2015), 1253–1274, doi:10.1016/j.jmaa.2015.06.034, https:
//doi.org/10.1016/j.jmaa.2015.06.034.

[10] T. Goy and M. Shattuck, Determinant formulas of some Toeplitz–Hessenberg matrices
with Catalan entries, Proc. Indian Acad. Sci., Math. Sci. 129 (2019), 17 pp., doi:10.1007/
s12044-019-0513-9, id/No 46, https://doi.org/10.1007/s12044-019-0513-9.

[11] T. Goy and M. Shattuck, Determinants of Toeplitz–Hessenberg matrices with generalized Fi-
bonacci entries, Notes Number Theory Discrete Math. 25 (2019), 83–95, doi:10.7546/nntdm.
2019.25.4.83-95, https://doi.org/10.7546/nntdm.2019.25.4.83-95.

[12] T. Goy and M. Shattuck, Determinant identities for Toeplitz–Hessenberg matrices with
tribonacci entries, Trans. Comb. 9 (2020), 89–109, doi:10.22108/toc.2020.116257.1631,
https://doi.org/10.22108/toc.2020.116257.1631.

[13] T. Goy and M. Shattuck, Fibonacci–Lucas identities and the generalized Trudi formula, Notes
Number Theory Discrete Math. 26 (2020), 203–217, doi:10.7546/nntdm.2020.26.3.203-217,
https://doi.org/10.7546/nntdm.2020.26.3.203-217.

[14] T. Goy and M. Shattuck, Determinants of some Hessenberg–Toeplitz matrices with Motzkin
number entries, J. Integer Seq. 26 (2023), article 23.3.4, 21 pp., https://cs.uwaterloo.
ca/journals/JIS/VOL26/Shattuck/sh36.html.

[15] H. Li and T. MacHenry, Permanents and determinants, weighted isobaric polynomials, and inte-
ger sequences, J. Integer Seq. 16 (2013), article 13.3.5, 20 pp., https://cs.uwaterloo.
ca/journals/JIS/VOL16/MacHenry/machenry7.html.

[16] W. Linz, s-Catalan numbers and Littlewood–Richardson polynomials, Enumer. Comb. Appl.
2 (2022), 5 pp., doi:10.54550/ECA2022V2S2R14, id/No S2R14, https://doi.org/10.
54550/ECA2022V2S2R14.

[17] T. Mansour, M. Schork and Y. Sun, Motzkin numbers of higher rank: generating function
and explicit expression, J. Integer Seq. 10 (2007), article 07.7.4, 11 pp., https://cs.
uwaterloo.ca/journals/JIS/VOL10/Schork/schork3.html.

[18] T. Mansour and Y. Sun, Identities involving Narayana polynomials and Catalan numbers, Dis-
crete Math. 309 (2009), 4079–4088, doi:10.1016/j.disc.2008.12.006, https://doi.org/
10.1016/j.disc.2008.12.006.

https://doi.org/10.1016/j.laa.2010.09.031
https://doi.org/10.1016/j.laa.2010.09.031
https://doi.org/10.1016/j.aam.2016.11.011
https://doi.org/10.1016/j.aam.2016.11.011
https://doi.org/10.1016/j.dam.2007.11.014
https://doi.org/10.1016/j.dam.2007.11.014
https://doi.org/10.1016/S0012-365X(98)00371-9
https://doi.org/10.1016/S0012-365X(98)00371-9
https://doi.org/10.1016/0097-3165(77)90020-6
https://doi.org/10.1016/0097-3165(77)90020-6
https://doi.org/10.1016/j.jmaa.2015.06.034
https://doi.org/10.1016/j.jmaa.2015.06.034
https://doi.org/10.1007/s12044-019-0513-9
https://doi.org/10.7546/nntdm.2019.25.4.83-95
https://doi.org/10.22108/toc.2020.116257.1631
https://doi.org/10.7546/nntdm.2020.26.3.203-217
https://cs.uwaterloo.ca/journals/JIS/VOL26/Shattuck/sh36.html
https://cs.uwaterloo.ca/journals/JIS/VOL26/Shattuck/sh36.html
https://cs.uwaterloo.ca/journals/JIS/VOL16/MacHenry/machenry7.html
https://cs.uwaterloo.ca/journals/JIS/VOL16/MacHenry/machenry7.html
https://doi.org/10.54550/ECA2022V2S2R14
https://doi.org/10.54550/ECA2022V2S2R14
https://cs.uwaterloo.ca/journals/JIS/VOL10/Schork/schork3.html
https://cs.uwaterloo.ca/journals/JIS/VOL10/Schork/schork3.html
https://doi.org/10.1016/j.disc.2008.12.006
https://doi.org/10.1016/j.disc.2008.12.006


22 Art Discrete Appl. Math. 7 (2024) #P1.09

[19] M. Merca, A note on the determinant of a Toeplitz–Hessenberg matrix, Spec. Ma-
trices 1 (2013), 10–16, doi:10.2478/spma-2013-0003, https://doi.org/10.2478/
spma-2013-0003.

[20] L. Mu and Y. Wang, Hankel determinants of shifted Catalan-like numbers, Discrete Math.
340 (2017), 1389–1396, doi:10.1016/j.disc.2016.09.035, https://doi.org/10.1016/
j.disc.2016.09.035.

[21] T. Muir, The Theory of Determinants in the Historical Order of Development, volume 3, Dover
Publications, New York, 1960.

[22] F. Qi and B.-N. Guo, Explicit and recursive formulas, integral representations, and properties
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